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Abstract

Wireless Biomedical Sensing:
Wireless Power, Communication and Computation for Wearable and Implantable Devices

Vaishnavi Nattar Ranganathan

Chair of the Supervisory Committee: Joshua R. Smith
Department of Electrical Engineering

This work addresses challenges in power delivery, efficient computation and communication

to power-constrained wearable and implantable devices. We are surrounded today by over

25 billion smart devices, and this number is constantly increasing. Owing to the shrinking

CMOS technology, some of these devices are so small that they can even be worn on the

human body or implanted inside it. The sheer number of devices and their drastic minia-

turization and integration into the human body posit two major challenges. First, how do

we communicate with these numerous small devices? Second, how do we deliver power to

them? The wearable or implantable nature of these smart devices only exacerbates these

challenges. Since these devices are designed to be worn or implanted, they must be small,

comfortable and, most importantly, safe to use. They must be small so that they are dis-

crete when worn or can be implanted easily. They must be comfortable so that people can

use them for extended periods of time for physiological monitoring, without the devices in-

terfering with their normal lifestyle. Finally, they must not cause discomfort by overheating

and operate at low power consumption so that they are safe to use.

Traditionally, cables were used to power or communicate. However, with the proliferation

of smart devices, tethering to communicate with or to recharge them is no longer a practical

solution. Bluetooth technology allows some degree of wireless communication with smart

devices, but it is a power-hungry technology and thus unsuited for implanted devices. Hence



there is a need for reliable communication of data at low power levels. Batteries are currently

the most prevalent option for power delivery, but are a less-than-ideal solution. While

progress in CMOS technology has reduced size and power consumption of smart devices, the

batteries used to power them are still large. With higher energy requirements, larger these

batteries become. Even when rechargeable, these batteries have a diminishing efficiency

over their lifetime of about two to three years. Hence, they are not the best option for

powering these billions of devices, especially when they are implanted in the body and need

surgery for replacement.

One of the solutions to make these devices untethered and battery free is to use wireless

power transfer and low-power wireless communication. However, these smart devices used in

diverse application have vastly different power requirements and communication data rates.

Hence, it becomes difficult to standardize ways to wirelessly power and communicate with

them. The wireless solutions presented here are applied to two different applications, one

wearable and the other implantable, demonstrating the ability to serve diverse requirements.

The first application includes a wearable sensing platform that operates with ultra-low

power consumption to perform analog sensing of physiological signals and use backscatter

communication, which is an ultra-low power communication method, to transmit sensed

data. The total power consumption for sensing and communicating data to an external

base station is as low as 35 µW to 160 µW. This modular wireless platform is battery-

free and can be made in the form of an adhesive bandaid that can sense physiological

parameters like heart rate, breathing rate and sense sounds to monitor health conditions.

Thus it enables simple, continuous and seamless monitoring of health parameters while a

person goes about their everyday tasks.

The second application is an implantable platform that can record neural signals from

the brain and process them locally to identify events in the signals that can trigger neural

stimulations. The requirements for this implantable device are far more complex than

the simple wearable application. The implants operate with several 100 mW of power



consumption and need several Mbps data rates to transmit the recorded and processed

data out to the user. To address the high power and high data rate requirements, this

work presents a novel dual-band approach that supports wireless power delivery at high

frequency (HF) and backscatter communication at ultra-high frequency (UHF). At the

smart implantable device, the dual-band wireless system harvests energy from HF wireless

signals while simultaneously communicating data using UHF backscatter. To localize the

implant and deliver power to it, a novel low-overhead echolocation method is presented

in this work. This method uses reflected parametrs on a phased array of wireless power

transmitters to locate the wireless device and deliver focussed power to it.

The implantable platform is intended for use in two different application domains. First,

in neural engineering research where neural interface devices are used to understand, record

and map the brain function and to leverage them and develop brain-controlled technology

like prosthetic limbs. Second, for treatment and rehabilitation of people suffering from spinal

cord injury and chronic neural disorders. An implantable brain-computer-spinal interface

(BCSI) is presented in this work, that records neural signals and processes them locally

to extract intent. The decoded action intention can be used to trigger stimulation in the

spinal cord to reanimate the paralyzed limb and perform the action. In addition, this device

is developed as a low-power FPGA-based platform so that it is reconfigurable to enable

research in closed-loop algorithms to understand and treat several other neural disorders.

We expect that such wireless biomedical sensing can provide a better understanding of

physiological parameters and enable treatment for chronic disorders.
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Chapter 1

Introduction

We are currently witnessing the transition of technology from an era of human-machine

interface to an era of human-machine integration. Driven by the vision of an Internet of

Things, each person is associated with numerous smart sensing devices. These devices have

become integrated into our everyday life, thus enabling a comfortable and healthy lifestyle.

In 2008, the number of smart devices overtook the human population on earth and their

numbers have only increased further since. According to a conservative projection by Cisco,

by the year 2020 each person on earth will be associated with an average of seven smart

objects (Fig. 1.1). The increase in smart connected sensing is already visible today in the

form of smart homes and other distributed networks of commercially available sensors and

systems [1].

Figure 1.1: Number of connected devices in comparison to human population on earth between 2003 and

2020-projection by Cisco (left). Impact of technology on medical sensing-wearable and implantable devices

(right).

In the biomedical field, recent advances in technology has led to the early diagnosis of
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various health disorders and helped develop and deliver appropriate treatment for them.

With this came the increased life expectancy and awareness of fitness and health. Recent

development in technology targeted at biomedical applications has accelerated this field by

providing handheld systems and wearable or implantable devices that are safe and reliable

treatment options. Recently, as a result of the rising geriatric population and awareness of

risks posed by disorders like stroke and diabetes, there is an increasing demand for home-

based health monitoring.

On one hand, simple mobile monitoring devices like the Apple watch, Fitbit and the

Garmin chest strap are widely used to monitor physiological parameters like heart rate

and physical wellness. On the other hand, chronic implantable technology like pacemakers,

deep brain stimulators and cochlear implants provide treatment for chronic disorders. The

main functions of both sets of devices is to perform physiological sensing, computation and

communication of the sensed data to the user and, in some cases, provide treatment, like

stimulation. Advancement of CMOS processes and increased integration has brought to

us devices with enhances performance, speed, reduced power and small size that can be

implanted in the body. This increasing number of smart sensing devices in our everyday

life, especially implants, has brought into light two of the main challenges that are currently

holding back this technology from becoming truly pervasive.

While the devices and the sensors are shrinking in size, the batteries and cables associated

with them are shrinking at a much slower rate or are not getting any smaller at all. The

roadblocks associated with using batteries and cables to power and communicate with these

devices are currently a concern that overshadows the benefits of miniaturization. Cables

tether the device and restrict mobility. When implanted inside the human body, the cables

that exit the body can cause exit site trauma or infections. Batteries, in their current

form, occupy more space than the electronics themselves and make the sensing devices

large and bulky. Fig. 1.2 shows a wearable device used for health monitoring and an

implantable device used for treatment of chronic heart disease. The battery, in both these

devices, occupies more than 50% of the device size. The operation of these devices also
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has to be interrupted for recharging or replacing the batteries which poses a challenge

when continuous monitoring is necessary. Especially in case of implants, where surgical

procedures are required to remove or replace the batteries. Moreover, batteries have a

limited lifetime and their capacity reduces over time. Maintaining billions of these devices

and their batteries to recharge or replace them poses a large economic impact. In addition,

batteries also have a negative environmental impact, where these devices end up generating

billions of dead batteries that need special recycling.

Figure 1.2: Amongst applications driven by smart connected devices, healthcare is currently facing a road-

block with device size and energy requirements. In both wearable and implantable devices, the use of cables

and large batteries to communicate with and power them are posing a limitation on their size, safety and

performance.

The focus of this work lies in addressing the challenges of power delivery, communi-

cation and computation to reduce power consumption in biomedical devices. The system

requirements for biomedical devices depends on the sensing application they are developed

for. Hence these requirements and challenges, along with the contributions in this work to

address them, are highlighted with respect to one wearable and one implantable application.
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1.1 RF Bandaid: An ultra-low power wearable biosensor

The wearable RF Bandaid operates with ultra-low power consumption at less than 160 µW

to perform sensing and communication of sensed data. It is envisioned to be a fabric-like

tiny platform that is simple, inexpensive, battery-free, wireless and comfortable [2]. Typ-

ical wireless sensing platforms consist of blocks for sensing, digitization, computation and

communication. The RF Bandaid is developed as a fully-analog platform for sensing phys-

iological signals. All computation and processing of the sensed data is performed in an ex-

ternal centralized processor that has less restrictions in terms of power and resources. Thus

the platform is left with only the sensing and communicating tasks which are implemented

using analog circuit design techniques. The sensed analog signal is communicated using low

power backscatter technique that leads to a 100 times power reduction in comparison to

conventional radios [3]. The key to this implementation lies is in the mapping of sensed

data into frequency modulations that are communicated as RF backscatter modulations.

The simplicity of the RF Bandaid makes it battery-free, passive and capable of oper-

ating at power levels as low as 35 µW. Owing to this small power budget, the device can

harvest energy from UHF signals and operate continuously at ranges greater than 10ft and

communicate data to receivers at a distance of 30ft. Unlike the bulky commercial sensing

devices and smart watches, this device can be worn all day long to continuously sense with-

out interfering with everyday tasks. The device is battery-free, which makes it small in size

and inexpensive to develop. Existing work in the field of on-skin electronics like [4] and [5]

also shows that the social stigma and unwanted attention associated with medical devices

can be overcome by using such simple devices designed to be aesthetically enhancing, like

tattoos [6].

1.2 Brain-Computer-Spinal Interface: A Low-Power Implantable Neural In-
terface

Following the ultra-low power wearable device, the second contribution is an implantable,

low-power, wireless neural interface device. This device is developed to sense and func-
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tion as an implant for reliable monitoring and treatment of chronic conditions. Unlike the

wearable device, the implantable device needs to be smart and capable of performing some

local computation to function without depending on an external controller. The commercial

applications that drive research in the field of neural interface devices are a general need

to understand how the brain functions and to develop brain-controlled devices. The other

application lies in the medical field, where neural interface devices can be used for treat-

ment of various neurological disorders like epilepsy and paralysis due to spinal cord injury.

More recently, the pharmaceutical industry is looking at peripheral nerve stimulation as an

alternative to drugs for treatment of chronic disorders like arthritis [7] [8].

In this work we develop the brain-computer-spinal interface (BCSI) device for application

towards treatment and rehabilitation of patients paralyzed by spinal cord injury. In an un-

injured person, intentions that arise as neural signals in the brain (e.g. intention to move

an arm) typically travel down the spinal cord and reach the organ of interest (i.e the arm)

and perform the action (i.e. movement). In a person with an injury in the spinal cord,

there is a break in the connection between the brain and the organs which leaves the person

paralyzed. Therefore, a means to bypass this injury and reanimate the paralyzed arm

requires the following three fundamental operations. First, recording neural signals from

the brain (motor cortex) . Second, decoding the intention (e.g. intention to move the arm).

Third, stimulating in the spinal cord, beyond the injury, to activate neurons and trigger

action.

With respect to recording, some of the most prominent works focus on developing the

electrodes that interface to the neurons and acquiring the signals using these electrodes [9]

[10] [11]. With respect to stimulation, electrical current-based or optical stimulation can be

used to trigger the activity or block the activity of a population of neurons [12] [13]. In the

case of treatment for spinal cord injury, stimulation in the spinal cord beyond the break

can be used to reestablish the broken connection [14]. In the case of Epilepsy, recording in

the brain to identify irregular activity that indicates seizure onset can be used to trigger

stimulation that blocks the seizure itself. The ideal treatment solution for such neurological
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disorders requires the ability to record and stimulate, but in addition the neural interface

device should also be capable of processing the recorded signals to identify the intentions and

trigger stimulations. Thus, the third and the most important component that is required for

closed-loop neural interface devices is the computation capability. Existing work includes

innovation in algorithms for processing neural signals and implementing closed-loop devices

for treatment [15] [16]. Such system, however, are implemented using large benchtop setups

or depend on an external computer for processing [17] [18] .

Table 1.1: Summary of ISM Band Limits

Frequency (MHz) Center Frequency Bandwidth Field Strength

6.765 - 6.795 6.78 MHz 30 kHz 100 µV/m at 30 m

13.553 - 13.567 13.56 MHz 14 kHz 15,848 µV/m at 30 m

26.957 - 27.283 27.12 MHz 326 kHz 10,000 µV/m at 3 m

433.050 - 434.790 433.92 MHz 1.74 MHz 11,000 µV/m at 3 m

902 - 928 915 MHz 26 MHz 500 µV/m at 3 m

2400 - 2500 2.4 GHz 100 MHz 500 µV/m at 3 m

One of the contributions in this work implement electrical stimulation of neurons using

a low-power and miniaturized circuit board that operates at less than 250 mW. This work

also demonstrates a novel simultaneous dual-band wireless operation for power delivery and

data communication to make the device free of batteries and cables. The device harvests

energy from a wireless near-field link at HF 13.56 MHz to meet the 250 mW device power

budget. Based on limitations by the FCC listed in Table.1.1 this band was chosen for

its efficiency in power transfer, but is not optimal for communication due to bandwidth

limitations [19]. To meet high data rate requirements in the order of several Mbps, UHF

backscatter communication at 915 MHz is used. Finally, the BCSI device developed in this

work is also capable of recording neural signals from the brain, low-power processing on
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an FPGA and triggering stimulations that can relay the intention into action. The results

from testing the neural stimulation device in-vivo to demonstrate reliable dual-band wireless

operation, and the ability of the BCSI device to record and process neural signals to trigger

stimulation are presented in the following chapters.

1.3 Thesis Organization

The contributions of this work with respect to the applications described so far are organized

in the following chapters as summarized below:

• Chapter 2: This section provides a brief introduction to wearable sensing and backscat-

ter communication for low power communication. Following this, a system-level de-

scription of the RF bandaid along with an evaluation of its operation in various use

cases and design principles that facilitate them are provided. The results from testing

the RF Bandaid for long range operation at ultra-low power consumption and sensing

with various passive sensor modules (audio, pressure and temperature) are provided.

This chapter concludes with limitations of this work along with future directions that

can enhance this design or benefit from it.

• Chapter 3: An introduction to the challenges and requirements of an implantable

neural interface device are provided in this chapter. The detailed design and char-

acterization of the dual-band simultaneous wireless power transfer and backscatter

communication are also presented. In-vivo test results applying the dual-band sys-

tem for intra-spinal stimulation, targeting treatment and rehabilitation of spinal cord

injury, are also provided.

• Chapter 4: Having laid out the foundation for simultaneous dual-band operation to

communicate data and deliver power, this chapter addresses the need for high data

rate communication in neural interface devices. The contribution here highlights the

implementation of an FPGA-based backscatter protocol that achieves 6 Mbps uplink
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communication rates in the near field. This section also presents the experimental

validation of dual-band operation with low interference while communicating at several

Mbps data rates.

• Chapter 5: This chapter introduces a means to localize the implantable device in

the near field without any circuit overhead dedicated to localization on the device.

The system level development of a phased-array wireless power transfer system that

can locate the receiver and deliver focussed power to it is discussed in detail. The

operation of the phased-array system is experimentally demonstrated with respect to

a 2D localization and power delivery.

• Chapter 6: This chapter presents the contributions in neural signal processing devel-

oped on the BCSI device to enable closed-loop operation. The need for local process-

ing on a neural interface is addressed here with the implementation of a miniatur-

ized FPGA-based Neural Closed-Loop Implantable Platform (NeuralCLIP) that can

recorded and process the neural signals, to decode intent, at low power consumption.

This chapter provides a detailed description of the design and architecture of the Neu-

ralCLIP and a characterization of its capability with recording and processing neural

signals. The application demonstrated here is used to detect action intent from local

field potential signals, recorded in the motor cortex of a rodent, which can be used to

trigger stimulation.

• Chapter 7: A discussion and analysis of low-complexity processing for neural spike

signals that can be implemented on an FPGA-based wireless device is provided in this

chapter.

• Chapter 8: This chapter summarizes the contributions in this thesis and provides a

discussion of future directions for these wireless biomedical devices.
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Chapter 2

Wearable Sensor Platform: The RF

Bandaid

2.1 Introduction

The first ever passive radio frequency (RF) sensor was the ”Great Seal Bug” listening device

invented by Leon Theremin in 1945. The Great Seal Bug demonstrated wireless sensing with

a passive cavity resonator connected to an antenna for transmitting sound [20]. The Great

Seal Bug inspired the creation of modern RFID systems that come with microprocessors

which enable digital communication and on-board computation [21] [22] [23]. Digitization

and transmission of digital data provides reliable sensing with better noise tolerance than

the simple transmission of amplitude modulation employed by the Great Seal Bug. These

digital platforms are great for applications where a smart sensing device is necessary to

sense, compute, and perform certain tasks. However, these advantages come with a power

budget, device area, and cost tradeoff – in addition to the need to configure the device for

specific applications and sensors.

Using 1940s technology, Theremin was able to achieve a wireless, fully battery free,

passive, and difficult to detect audio sensor. Motivated by these appealing properties, we

looked at the current state of the art in battery free wireless sensors; we found that most

approaches focused on utilizing digital logic on the remote sensing portion of their system

and/or attempted to build on standards compliant protocols such as RFID. While digital

communication has advantages and standards compliance enables the use of off-the-shelf

equipment, we realized that there was an opportunity to learn from Theremin’s device and

use some of his techniques to build a system with a different set of trade-offs/advantages.
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Our work is motivated by the need for a wearable, compact, flexible, and potentially one-

time use (disposable) sensing platform which could be used in physiological sensing appli-

cations such as home monitoring. This work uses three take-aways from Theremin’s Great

Seal Bug:

1. Added complexity on the infrastructure/receiver is acceptable if it imparts positive

attributes to the wearable sensor

2. Standards compliance is not critical with the increased availability and commoditiza-

tion of Software Defined Radios (SDRs)

3. Digital components are not a requirement for a wearable sensor (they impart advan-

tages but are not necessary); analog signaling is appropriate and advantageous if you

are willing to accept some trade-offs

These three ideas allow us to envision a much simpler wearable sensor. Our work is less

concerned with widespread adoption and more with enabling new use-cases, rapid proto-

typing, and exploring use-cases where the trade-offs of a simpler wearable sensor design are

advantageous enough (i.e. enabling a reduced physical size/reduced power consumption) to

offset the limitations. Limitations are discussed in Section 2.5, system designers will need to

weigh the advantages of a simpler analog system with the disadvantages and decide whether

an RFSP-like system is appropriate for their application.

While RFID based platforms still serve a number of use cases, we found that there

was significant scope for improvement in terms of size, components count (essential to

make it ’disposable’), and power requirements by exploring more analog solutions that

offload computation to an AC powered receiver. Analog operations are appealing because

they reduce the required operating power on the wearable sensor. Lower operating power

correlates to increased range without any additional energy storage. Our device has roughly

3-5x the range of similar digital backscatter devices with the same transmit power level [21]

due to it’s lower operating power requirements. In this paper, we present a complementary
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fully-analog RF Sensing Platform (RFSP) which can interface to a variety of sensors and

which maps sensed data into direct frequency modulation, that are backscattered to the

Receiver Processing Unit (RPU). This approach has two main goals:

1. Moves digitization and computation overhead from the sensing device (RFSP) to the

remote RPU - which saves complexity, cost, area, and power on the sensing device.

2. Using frequency modulation to encode and transmit data makes it more tolerant to

noise and attenuation in comparison to transmitting the data using direct amplitude

modulations.

We believe that the analog sensing and backscatter approaches presented here, al-

though not novel (in light of use by surveillance agents for many years and designs being

closed-source) have not received appropriate attention by the sensing and IoT community.

Backscattering analog signals with frequency modulation is a complementary approach to

traditional digital backscattering approaches. We believe this method allows us to create a

flexible platform which can be interfaced to a number of analog sensors (resistive or capac-

itive). The RFSP presented in this work is currently designed as a development platform.

By presenting a detailed account of the RF architecture, component choices, trade-offs, and

presenting evidence of its superior functionality we are confident that we can enable follow-

up work that benefits from flexible, ultra-low power, small, and battery-free ubiquitous

sensing.

Applications that require continuous monitoring (like wearable measurement of physio-

logical signals, temperature monitoring in food/pharmaceutical industry, etc.) benefit from

small, flexible low-power devices. Specifically, for applications such as continuous bedside

monitoring of physiological signals we need a device that is not only small but comfortable

to wear. Our device is configured for a power budget under 200 µW for sensing and data

transmission. This enables it to be powered by the energy harvested from the incident UHF

signal. The bedside monitoring scenario in this case would require a dumb omni-directional

transmitter that transmits the UHF continuous wave (CW) signal. The device worn by
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the patient (envisioned as a disposable fabric band-aid with a tiny circuit board) harvests

energy from this signal to perform the sensing and backscatters the sensed data as subcar-

rier modulation on the UHF signal. This modulation is picked up by a sensitive receiver

(the RPU) which could be incorporated into a bedside device (i.e. a bedside clock). The

RPU servers as the hub for digitization and processing of data to display the sensed data

to care-providers. The TX and the RPU are a one-time installation, while the wearable

device is a flexible, low cost (potentially one-time use) bandaid-like device and which uses

the same analog system for different sensing applications. A block representation of this

RFSP is provided in Fig. 2.2.

To understand the RFSP better, Section 2.2 provides a detailed description of the sys-

tem design and theory of operation. An analysis of different sensing scenarios and design

choices is provided in Section 2.3. This is followed by results from sensing measurements

using the RFSP and an analysis of power consumption and range of the device in Section

2.4. Finally, a discussion on limitations, related work and methods to address challenges,

potential applications and future design improvements is covered in Section 2.5 and Section

2.6 provides conclusions to summarize our work.

2.2 System Design and Theory of Operation

2.2.1 RF Sensing Platform Description

There are four main design and operational constraints that we optimize our prototype of

RFSP for. First, it should map the sensed signal directly to a frequency modulation. This is

what primarily makes it an analog sensing platform. Second, use this modulated frequency

to drive an antenna to produce the backscatter effect. In particular, this involves use of an

RF switch that is toggled at the desired frequency to produce a subcarrier modulation that

rides on the incident UHF signal. Third, to power the sensing, frequency generation and RF

switching, energy is needed. This is accomplished by harvesting energy from the incident

UHF signal. Finally, to ensure a large practical operational range, the overall power budget

needs to be kept low.
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Figure 2.1: A system description of the RF Bandaid system with the transmitter and the receiver processing

unit (RPU) on the right side and the RF sensing platform (RFSP) with its sensors on the left. The receiver

side (the RPU) consists of a Ettus Research N210 Software Defined Radio (with SBX daughterboard) which

acquires the backscattered signals. All processing of the backscattered signal is performed on a computer that

controls the SDR. The transmitter (TX) side consists of a 915 MHz signal source and a RFMD RF6886PCK-

410 linear power amplifier. TX side is a dumb device which outputs a continuous wave (CW) at 915 MHz

to provide backscatter power and the carrier signal. The RFSP harvests power from the TX side and maps

signals sensed by a resistive/capacitive sensor into a modulated frequency output which is backscattered on

the carrier signal. This signal is received and processed by the RPU to display sensor data to user.
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Before we discuss system specific component choice and optimizations, we briefly de-

scribe the operational principle behind a backscatter device. Consider the Great Seal Bug.

It was a mechanical cavity resonator with an antenna such that when energized by illumi-

nating it with a continuous wave RF signal, the specially designed cavity’s capacitance and

the antenna would form a tuned RF frontend. Any changes in the cavity (and hence its

capacitance) caused a ’detuning’ of this resonance structure. When sound waves fall on the

cavity and create a vibration, these vibration are encoded as a series of capacitance changes

and hence a time-varying detuning of the antenna that results in reflecting a slightly var-

ied signal than the original illuminating RF signal. In effect, any sound expressed on the

cavity resonator was directly mixed into the illuminating signal and reflected back as an

amplitude modulated (AM) signal. Here, the Great Seal Bug resonator acts as a mirror

that reflects (hence, the term backscatter) the illuminating source at different frequencies

instead of generating its own source for response. This electronics-free operation allowed

it to function with only a mechanical cavity and remain undetected for seven years [20].

Backscatter principles have now been adapted as a communication method for several RFID

based sensing and computation systems. Compared to active radio communication, where

the sensing device generates the UHF carrier for data transmission, this method (employed

by backscatter systems such as RFID) has 100x reduction in power consumption (with

devices ranging from several 10s of mW to less than 200 µW) since there is no active gen-

eration of the UHF carrier signal [24] [23].

In the RFSP, the varying signal and the detuning (or the signal mixing) of the antenna

is implemented using a tunable oscillator and an RF switch. The time varying signal

we generate is a frequency modulation such that the frequency varies as a function of

the sensor input. For instance, for a resistive pressure sensor, as the resistance decreases

with pressure, the frequency increases. The key component that enables this function is

a low cost micropower precision programmable oscillator (MPPO) from Linear Technology

LTC6906 [25]. This device can be configured to convert a varying resistance at sensor output
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to set its output frequency. It maps a resistance change in range of 100 kOhm to 1 MOhm

into frequencies in range 1 MHz to 10 kHz.

To drive the antenna, we toggle an RF switch across the antenna that acts like a mixer

to modulate its switching frequency on top of the incident 915 MHz carrier wave. The

communication front end on the RFSP uses the ADG902 reflective wide-band switch from

Analog Devices [26]. We chose this particular part because it operates with an ultra-low

power consumption and low quiescent current (max 1 µA). As an added advantage, this

analog switch also has low insertion loss (-0.8 dB) and high isolation (-40 dB) properties at

915 MHz. For the RF switch to effectively backscatter, the RF frontend needs to be tuned

at 915 Mhz. We accomplish this using a L-matching network that consists of a capacitor in

parallel from antenna to ground and an inductor in series.

To interface the sensors that modulate the oscillator, we first use a 100 kOhm resistor to

set the minimum required resistance (RSET ) at the frequency set pin (SET) of the MPPO

and add the sensor in series to it. The next step is to calibrate the resistance change of

sensor (RSense) to vary between 1 kOhm and 900 kOhm with a step resolution of at least

500 Ohms. The limit on the resolution depends on resolution of the ADC on the RPU

and its sampling rate. Limiting different sensors to specific variation range in RSET lets us

allocate separate channels to different types of RFSP that might be associated with a single

RPU. The SET pin on the MPPO is at 650 mV and acts as a current sink to an operational

amplifier that sets the master output frequency of a internal voltage controlled oscillator

(VCO). This frequency is then divided based on the configured ratio. This pin also has a

precision internal capacitance of 10 pF that combines with RSET (100KOhm + RSense) to

set the oscillation frequency. The output of this MPPO drives the gate of the RF switch

for backscattering.

The MPPO IC can operate at a DC voltage range of 2.25 V to 5.5 V, while the RF switch

can operate between 1.7 V to 2.75 V. To provide a supply for these two components a Texas

Instruments BQ25570 Nano-power buck-boost IC is used to harvest and buffers the small

amount of energy for operation in through a small ceramic capacitor (∼50 µF) [27]. The
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DC-DC conversion module also has a low dropout regulator which is set by divide resistors

to regulate a 2.3 V supply to power the components on the system. BQ25570 was chosen

for its ultra-low cold start voltage (330 mV) and high efficiency (greater than 85%) for the

power levels being harvested in this application. The IC also provides the means to charge a

small battery if this feature becomes necessary for future application-specific instantiations

of the RFSP. This design flow is summarized in the block diagram provided in Fig. 2.2 The

specific components for RFSP design were carefully selected to maximize sensing ability

while minimizing the cost, area and power consumption. This also helps eliminate the need

for a large storage device which makes it possible to develop small, flexible and low cost

devices.

Figure 2.2: A block representation of the RF Bandaid system. The RPU and transmitter are shown on

the left (RX & TX) and a detailed block diagram of the RFSP is shown on the right. Power from TX is

harvested by the RFSP through its front end and power harvester. The power harvester will store charge

in a small ceramic capacitor until the capacitor voltage exceeds it’s set threshold. Once this threshold is

reached (currently set to 2.6 V with a hysteresis at 2.4 V–that is, charging doesn’t resume until capacitor

voltage is below 2.4 V), the power harvester enables a low power LDO or supplies power directly into a

resistive sensor (depending on the system designers needs). As the resistive sensor changes, it modulates the

output of a low power VCO (MPPO) which controls the gate of a TX switch. This modulation encodes the

changes in resistance into a ”carrier + sensed FSK” radio signal which is picked up by our receiver path (an

SDR in our current system).
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2.2.2 MPPO Configuration

The LTC6906 is a micropower resistor set oscillator which allows its output, fout, to vary

between 10 kHz and 1 MHz depending upon the resistance at RSET . It’s output, fout, is

generated by an internal 1 MHz master oscillator which is followed by a frequency divider

which operates according to the following formula:

fout =
1MHz

N
∗ 100kOhm

RSET
(2.1)

The RSET value determines the master oscillator frequency while the DIV pin sets a division

ratio N . For the LTC6906, RSET must be 100 kOhm at a minimum and 1 MOhm at the

maximum. The operating range of fout output can be configured for a specific band in

this 10 kHz to 1 MHz frequency range by setting a resistor-set clock divider, N . With the

master clock of the MPPO fixed at 1 MHz, fout output is calibrated for operation within:

• 100 kHz to 1 MHz by using a clock divider ratio set to 1 [N = 1]

• 33.3 kHz to 333.3 kHz by using a clock divider ratio set to 3 [N = 3]

• 10 kHz to 100 kHz by using a clock divider ratio set to 10 [N = 10]

For any given frequency the power can be minimized by reducing the master oscillator

frequency (maximize RSET ) and using the lowest possible clock divider ratio (N = 1).

Specifically, if RSET is at the minimum 100 kOhm, the master oscillator output is at 1 MHz

(output is at 100 kHz for the maximum 1MOhm). By setting the clock divider ratio to 10

(N = 10), this 1 MHz signal is divided, by 10, to 100 kHz and provided as MPPO output.

This setting accounts for a maximum current draw and the RFSP has been characterized

for this maximum current draw setting. The measured minimum power consumption of

the RFSP is 35 µW when RSET = 1 MOhm and a divide ratio of N = 10 are used. The

maximum RFSP power consumption was tested to 160 µW when the RSET was fixed set

to 100 KOhm with N = 10.
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• To interface sensors with resistive variation in 100’s of kOhms to MOhms, the actual

sensor interface has a 1 MOhm base resistor (RBaseline = 1 MOhm) across the SET

pin and RSense is added in parallel to it (this sets the minimum frequency to 10 kHz

without any sensor). As RSense varies, the RSET value decreases. Thus increasing the

RSense value results in an increase in the MPPO output frequency, up to 1 MHz.

• For sensors with resistance values in the in 10’s of kOhms, we use a RBaseline = 100

kOhm to set the minimum required resistance on the MPPO SET pin. The RSense

value is added in series to this baseline resistor, RBaseline. RSense = 0 corresponds

to an MPPO output frequency of 1MHz. In this case, increasing values of RSense

correspond with a decrease in the MPPO output frequency, down to 10 kHz.

The current consumption of the MPPO can be calculated using the following equation.

I+ = 5 µA+ (6 ∗ VSET

RSET
+ V + ∗ fout ∗ (Cload + 5 pF ) +

V +

2 ∗Rload
(2.2)

Specifically, for the RFSP VSET = 0.650 V and Cload is 2 pF at 1MHz from the ADG902

switch input specifications. With an operation voltage of V + = 2.3 V, the value for I+MAX

is around 61.25 µA (140.87 µW) and I+MIN is around 11.6 µA (26.68 µW). These computed

values correlate with the overall power consumption that was measured on the RFSP with

a minimum of 35 µW and a maximum of 160 µW. As evident, the MPPO is the largest

power consuming component in the RFSP.

2.2.3 Receiver Processing Unit

Since the sensor is designed to harvest energy and communicate data using a 915 MHz

front-end, the setup requires a 915 MHz continuous wave transmitter (TX). This can be a

standard signal generator or a programmable transmitter module connected to a 915 MHz

antenna and can provide sufficient power. The receiver (RX) must be capable of picking up

the backscattered signal and also perform the necessary computation as a back-end. Since

this is the smarts of the setup, we implemented it using a USRP N210 software defined radio
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(SDR) module from Ettus Research [28]. This setup uses a SBX daughterboard (400 MHz

to 4400 MHz band) where the RX2 port was configured to receive the backscattered signal.

A GNU radio user interface controls the USRP for receiving and processing the data. A

python script was used to process the received data and obtain sensed measurement results.

The USRP module is capable of more than 40 MHz sampling speed at its ADC, which

sets the resolution limit for the sensed signal. We have tested the USRP with 10 MHz

sampling rate while processing data in real-time. For our test applications which primarily

involve lower frequency signals, we used a 1 MHz sampling rate which supported real time

processing and data viewing with GNU radio running on a Lenovo Thinkpad T530.

With our 1 MHz sampling rate we can resolve RSET step variations that are 500 Ohms.

For applications which require a higher resolution of RSET (steps variation that are smaller

than 500 Ohms). Smaller RSET step variations translate to to smaller variations in MPPO

output frequency. System designs can perform two optimization, to improve the system.

Firstly, improving the sensitivity of the RPU and second, using higher sampling rates at the

receiver ADC for better temporal resolution. A higher sampling rate at the receiver unit

(for example, the USRP’s maximum 40 MHz) allows for a higher temporal resolution of

the received signal (versus the 1 MHz sampling rate currently used), allowing the system to

track smaller variations in MPPO output frequency. Higher temporal resolution also allows

for finer time resolution.

2.3 Application-Specific Design Options

Range is typically one of the most important parameters for backscatter systems. We have

tested the range of the RF Bandaid system with the transmitter (TX) output power set at

26 dBm (390 mW) to be around 4 meters with no duty cycling (that is, the backscatter tag

has surplus power and continuously operates) and 2.7 meters with the TX output power

at 23 dBm (200 mW), again with no duty cycling. Beyond these ranges the sensor begins

to consume more power than it receives and has to duty cycle: turning off to store enough

charge before continuing operation. Increasing the range further causes the sensor to drop
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out completely. Duty cycling of the RFSP allows the sensor to continue to provide useful

output. During duty cycling, the RFSP waits until it has enough power to start then begins

to perform frequency modulation until it no longer has enough power to operate. The RPU

sees this as a reflected signal appearing and then disappearing when the RFSP duty cycles

off. In our range tests we used commercial log-periodic 915 MHz antennas for TX and RX,

and output power was limited to a max of 26 dBm due to an equipment limitation, the

FCC limit of 1W (30 dBm) would enable a bit more range between TX and the sensor.

The RFSP tag has a half-wavelength dipole antenna shown in Figure 2.1 along the wing

edge of the bat shaped board. The receiver side antenna (RPU) was placed approximately

10 meters away from the TX antenna and both were not moved during testing, instead the

sensor was moved further away from the TX side to test the range.

2.3.1 RX Placement and RX/TX Antenna Configuration

One interesting property of decoupling RX and TX is that the RFSP is more sensitive to

the distance between the sensor and the TX power source (the sensor needs enough TX

power to operate). The RX side has more than enough sensitivity so the limiting distance

in our system becomes how close the TX power source is to the RFSP. If we place the RFSP

close enough to the TX power source so that it has enough operating power we can move

the RX antenna much further away (in our tests at least 9+ meters) into another room

and still receive data. Because our system only needs a CW transmitter, the TX power

sources are much cheaper and simpler (a 915 MHz RF signal source + optional amplifier

+ antenna) allowing us to distribute TX antennas around while having only a single or a

few more complex and expensive RPUs. This allows in a standard home setup to centrally

place a high-gain RPU and to distribute dumb TX units around the entire home to power

RFSPs throughout the home.
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2.3.2 Operational Range

As with a typical TX-RX setup, the transmitted UHF signal attenuates with distance,

governed by Friis path loss equation. Hence, the closer the device is to the TX, the stronger

its backscattered signal and the more power that is available for continuous operation. In

the applications described so far, a small capacitor is sufficient to smooth out fluctuations

in power availability when the TX side is relatively close-by. When the device is further

away from TX, it does not receive sufficient power to perform the sensing task. Also, the

signal is backscattered on a much smaller amplitude carrier. As the device moves away, it

starts duty cycling between being on and off based on power availability. There are four

different ways of improving the operational range of this device;

• Move device closer to TX: In some applications, if range permits, having the device

close (within 0.5 meters) to the TX allows for more power availability and the RX can

be moved further away.

• Increase TX power: We tested the device for range using the 915 MHz log-periodic

antenna at TX and a whip antenna at the RPU placed 10 meters apart and moved

the device away from the receiver until it started duty-cycling. This distance was

recorded to be 3 meters for 23 dBm, 3.6 meters for 24 dBm, 3.8 meters for 25 dBm

and 4 meters for 26 dBm. With this diminishing return due to path loss, increasing

transmit power if not an ideal resolution.

• Using a battery: To extend the range further we tested the device in the same setting

with battery power (a 160 µm thick ultra-thin battery), and 26 dBm at the TX. We

observed continuous operation on the device up to 8.8 meters away from the TX.

• Better antennas: We have used simple commercially available antennas for our generic

tests. Using application-specific high-gain antennas would enable sensing at further

distances as well as better transmission of power and harvesting.
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Even though one of the strengths of our system is that it does not require a super

capacitor or battery for an energy storage device, it is capable of operating with a battery.

For system designers or applications where a battery is acceptable or where the added

functionality is worthwhile, batteries are an interesting operating mode. Because the RFSP

consumes very little power, a system designer can always choose to add in a small primary

cell or rechargeable battery to increase the operating range or reliability of the system. This

can be useful for two reasons 1) situations where backscatter power cannot supply enough

power for a power hungry sensor and the battery source is used to keep such a sensor

running 2) to bridge any gaps in TX coverage to allow for continuous operation. The 2nd

option is useful for our proposed monitoring application because our low power draw means

we can make use of ultra-thin film rechargeable batteries (such as the ST Microelectronics

EFL1K0AF39 [29] which has a paper thin 160 µm total thickness, rated for 1 mAh at

3.9 V). Because we only draw power from the battery when TX received power drops

below our power consumption, we normally would consume very little battery current. It

should be noted that such thin and low-density batteries have otherwise limited application

scenarios. However, coupled with the low current draw of the analog RFSP, batteries open

up application scenarios that would otherwise not be practical. When the RFSP has excess

TX power it can always charge the battery, helping to make the system far more reliable if

needed. Or for more difficult environments or times of severe body occlusions the battery

can provide enough power to allow our system to operate continuously for several hours

where it would otherwise need to duty cycle.

2.4 Testing and Results

All tests for the RF Bandaid system were performed in the corridors and rooms of a busy

office building with no control over the RF environment (Fig.2.5c). Many common sensors

typically involve a change in resistance or capacitance. One of the strengths of this system

is that we can easily interface to a wide variety of resistive or capacitive based sensors. The

focus of this work is to measure resistive changes that are mapped into frequency modula-
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Figure 2.3: Received and processed signals for heart rate sensing. The plots show the raw time-domain

signal, spectrogram, the extracted frequency modulation envelop and EKG measured using a medical grade

sensor from top to bottom, respectively. The time-domain signal looks like an envelop function due to the

dense signal. The spectrogram shows the encoded signals along with the harmonics, this figure is centered

at 915 MHz (0 Hz in this subplot is 915 MHz) and shows harmonics visible within 500 kHz of 915 MHz.

And finally the bottom two signals are a raw signal extracted from the spectrogram showing the sensor data

and the bottom figure is the EKG ground truth measurement. Both show the 19 pulses measured over 15

seconds of measurement.
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Figure 2.4: Received and processed signals for breathing showing the raw time-domain signal, spectrogram

and the extracted frequency modulation envelop from top to bottom, respectively. The spectrogram shows

the encoded signals along with the harmonics for the breathing sensor, this figure is centered at 915 MHz

(0 Hz in this subplot is 915 MHz) and shows harmonics visible within 500 kHz of 915 MHz. And finally the

bottom signal is a raw signal extracted from the spectrogram showing the breath sensor data. The arrows

indicate the times at which the user starts exhaling. The breathing rate measured here is 8 exhalations in

20 seconds.
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tion for transmission. Capacitive sensors can be used with impedance transformation with

circuits such as a common-source amplifier. To demonstrate this we examine three different

resistive sensors that measure temperature, force, and stress in this section. To demonstrate

the use of capacitive sensors with the RFSP we have also tested the system for transmission

of audio signals sensed with an electret microphone. These microphones are typically a

capacitive cavity with a FET common-source amplifier. The first test demonstrates the

use of body-worn resistive sensors to measure physiological parameters. For example: the

heart rate of a person can be detected as a pulse in the wrist, chest or neck. Similarly a

piezo-resistive stretch sensor can be used to measure breathing rate with expansion of the

chest cavity. Force sensing resistors (FSR) are also used for detection and rehabilitation

of patients with carpel tunnel syndrome and for posture correction. Other applications

like force measurement in prosthetic limbs can also be measured using resistive force and

stretch sensors. To interface these sensors with the MPPO, we have calibrated them to vary

in the range of 30 kOhm to 500 kOhm and have configured the MPPO for maximum power

consumption.

The signals received by the SDR are first filtered to the desired band where we expect

the frequency modulation. The envelop of the frequency modulation signal is then extracted

to obtain the sensed value. Measurements for heart rate, breathing rate, and temperature,

using resistive sensors, were tested using the RFSP. Their setup and results are provided

in the following sections. The heart rate and breathing rate sensors were tested on four

volunteers to verify reliable and reproducible operation.

2.4.1 Heart Rate Measurement

The RFSP is first tested to measure heart rate in beats per minute. A typical method to

detect pulse rate is from the carotid artery in the neck where a distinct pulse can be felt by

placing fingers on the neck to the side of the windpipe. The number of pulses felt is counted

over 10 seconds to calculate approximate beats per minute. By placing the FSR (Rsense) at

the neck we can measure the resistive change that corresponds to heart rate.
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Figure 2.5: The experimental setup with TX, the RFSP and the RX is provided in (a). The RFSP is 2.7

meters away from the TX and the RX is placed at 4.3 meters distance from the TX for these experiments.

The test setup for ground truth measurement of temperature along with a RTD sensor that interfaces to

our prototype is shown in (b). A heater was used to ramp up the temperature after cooling the sensors to

36 ◦F. (c) Is a spectrum analyzer measurement showing the RF signals present in the test environment
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Three separate trial measurements were taken from four volunteers with our device. To

verify this measurement, a parallel study was performed using an industry standard EKG

sensor to measure heart rate during the three trials. Fig.2.3(a) shows the received signal, a

spectrogram obtained from raw received signal, the measured heart rate signal (as frequency

modulation) extracted from filtered signal and finally the EKG recording from the ground

truth device. On detecting the envelop of the filtered signal we then extracted the pulse rate

of around 19 beats in 15 seconds ( 76 beats per minute). The measurement from our device

shows heart beat rates correlating to the measurement from the ground truth device. Since

the RPU is capable of high complexity computation, standard signal processing algorithms

can be employed for identifying the heart rates from the received signal.

Figure 2.6: Received and processed signals for temperature sensor showing the raw time-domain signal,

spectrogram, extracted frequency modulation envelop, and ground truth temperature reading from top

to bottom, respectively. Similar to Fig.2.3 we show the time varying RX input signal (which looks like

an envelop), spectrogram centered at 915 MHz (0 corresponds to the received 915 MHz carrier), and the

extracted temperature signal which corresponds well with the ground truth.
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2.4.2 Breathing Rate Measurement

Several state-of-the-art commercial respiratory monitors use a strap/harness around the

chest [30] or in the abdomen [31] for measurement. To leverage this expansion in the

chest/abdominal cavity to measure breathing we built a custom strap using a carbon doped

fabric that changes resistivity as it stretches [32]. The fabric is sensitive enough to register

small elongations or contractions which result in resistive changes on the order of several

10’s of kOhms for a few millimeters of stretch. This resistance change is added in parallel to

a baseline resistance (RBaseline = 1 Mohm) that calibrates the MPPO to its fundamental

low frequency output and any RSense variation increases the output frequency as the overall

RSET decreases. Fig.2.4 shows the raw received signal, the spectrogram of the received

signal and the frequency modulation corresponding to breathing extracted from the filtered

signal. The test subjects were asked to perform a button push task on exhalation during the

test and the timestamps were used to verify the breathing rate. The exhalation points are

marked by downward arrows on the extracted signal. A total of 8 breaths were recorded in

the 20 seconds of measurement ( 24 breaths per minute). Similar to heart rate measurement,

more complex algorithms can be used to identify the breathing rate since the RPU is not

constrained by power limitations.

2.4.3 Temperature Measurement

To measure non-periodic parameters like pressure and temperature, we use the same tech-

nique of transmitting the signals encoded as subcarrier modulation. To demonstrate this

we used a standard off-the-shelf resistive temperature detector (RTD) with the RFSP to log

temperature changes. We also used a Pax Instruments T400 temperature logger in parallel

to log the ground truth data. Both sensors were initially cooled in ice to 36 ◦F. While

logging the temperature, both the sensors were exposed to a space heater that increased the

temperature to around 75 ◦F. The data logged by the RFSP and its respective spectrogram,

the extracted frequency modulation and the T400 logger data are provided in Fig.2.5. The
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change in frequency corresponding to the change in temperature is observable during the

log interval of 30 seconds.

2.4.4 Audio Transmission with Capacitive Sensor

The sensors incorporated so far are resistive in nature and can be directly used with the

MPPO. To interface capacitive sensor we must first convert the sensor variation to a varying

current draw from the SET pin. This can be achieved by using common source amplifiers

that convert the voltage change with capacitance at the gate of a FET into a current

draw change at the drain terminal. To demonstrate this we used an electret microphone

(EK23024) by Knowels along with the RFSP. The drain and source of the microphone was

connected in parallel to the 1 MOHm resistor at the SET pin to ground (as RSense). The

test was carried out by playing a fixed waveform on a mobile phone and transmitting the

recorded microphone data by backscattering. The waveform file as well as the received

signal were processed and are presented in Fig.2.7 along with the frequency content for

each of these signals in the audible range. We also played a continuous sweep of signals

between 100 Hz and 5 kHz, white noise, speech and music signals to test the transmission.

The processed backscatter signal’s spectrum had some aliasing and a constant sound at 800

Hz, but the audio is still legible . These are artifacts created by our RBaseline and can be

rectified by design improvements to the sensor interface and/or signal processing.

2.4.5 Device Functional Summary

A summary of the power consumption, range and lifetime of the RFSP paired with each

of these sensors are provided in Table.2.1. The table provides sensor specs, RFSP power

consumption, measured range with continuous operation at a TX power of 23 dBm and

the calculated lifetime for the RFSP when it is augmented with the thin film battery rated

3.9 V and 1 mAh. It is evident that the low-power consumption of the RFSP allows it to

function at increased range and can be configured to operate continuously off a thin-film

battery for at least one day.
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Figure 2.7: Received and processed signals for audio signal transmission showing the spectrogram, extracted

frequency modulation envelop representing the received waveform (blue), the original waveform played (or-

ange) and the frequency spectrum of the backscattered (blue) and original waveforms (orange) from top to

bottom, respectively. Similar to 2.3 the spectrogram is centered at 915 MHz (0 corresponds to the received

915 MHz carrier). The extracted audio waveform which corresponds with the original waveform. There is

some attenuation and distortion in the frequency content when compared to the actual waveform.



31

Figure 2.8: Top plot is spectrogram of audio signal recorded with an iPhone and the bottom is the spec-

trogram of signals from the RFSP. The aliasing and a constant noise at 800 Hz is prominent in the bottom

figure.

Table 2.1: Power consumption, range (TX set to 200 mW or 23dBm), range with an on-board battery

source (TX set to 200 mW or 23dBm), and the worst case battery runtime for the breathing, heart rate,

and temperature sensors

Sensor Part Spec. Power

Range(µW)

Range

w/o Bat-

tery

Range w/

Battery

Lifetime

w/ Bat-

tery(Hrs)

Chest

Strap

(breathing

rate)

BodiTrak

Smart

Fabric

128 to158 <3 m >4.26 m ∼8 to 6.5

FSR (heart

rate)

SEN-09375 87 to147 <3 m >4.26 m ∼12.5 to 7

Temp. 254JG1J 87 to 156 <3 m >4.26 m ∼12.5 to 6.5
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2.5 Related Work

2.5.1 RFID and Passive Digital Devices

With the availability of low-power computation modules like the MSP430 and STM ARM

cortex processors and ability to produce application specific ICs, small devices that can

sense compute and transmit data have been developed. Examples of such devices are the

EMG telemetry device described in [33] and the early work on accelerometers powered by

RF energy harvesting on WISP [21]. These devices have A/D converters that digitize the

sensed signals and a state machine to either perform computation or communicate the data

out as packets. They perform these tasks at an impressive power budget as low as 1 mW

to 2 mW. With the ability to store harvested energy in supercapacitors and batteries, tasks

that require up to several 10’s of mW can be handled by these devices only restricted to

duty-cycling based on power availability (about 25% duty-cycling for the WISP [21] [34]).

While these devices come with superior capabilities in terms of sensing and communication,

they have more components, consume more power and cost more than a simple design like

that of the Great Seal Bug. In this work we try to address the design space between such

extremely simple analog sensing device and the more complex digital device. At the same

time we demonstrate continuous operation without duty-cycling over a larger physical range

with our small power budget (160 µW maximum).

2.5.2 Hybrid Analog Devices

One of the prior works that addresses the challenge with power and the processing needs

proposes a hybrid solution that switches between pure analog operation and digital oper-

ation [22]. This work combines the use of a microphone sensor (similar to the Great Seal

Bug) with an RFID activation sequence on a WISP. Their analytical model predicts an

operational range of 14 ft with the TX power set to 26.7 dBm. In this work we demonstrate

the ability of our system to work at this predicted range with lower TX power levels and

we also experimentally verify and demonstrate methods to extend the range. Recent work
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Figure 2.9: Representation of the RF devices based on operation scheme (analog/digital), the amount of

power consumed and the range between RF tag and receiver for continuous or duty cycles operation. The X

axis shows the power consumed and Y axis shows the maximum range capable. The 4 point stars represent

Digital devices and the 7 point stars are the analog devices. Color schemes with red indicate battery-free

devices and blue are RF devices augmented with energy storage elements. The shaded region in the chart

represents the approximate boundary between range that can be supported with continuous operation of a

tag while it uses no battery for a given power level in range.
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on hybrid devices has led to the development of a battery-free phone, which uses the hybrid

technology to establish a connection through using the RFID based digital communication.

Once connected it transmits the sound profile through analog backscatter [35]. This system

has also demonstrated low-power operation up to 31 ft with duty-cycling based on power

availability. One of the methods to harvest more power suggested here is to harvest from

multiple bands of frequencies. However, the conclusion that available power was still in-

sufficient for continuous operation of the existing digital processing supports the need to

develop analog systems.

2.5.3 Design Improvements

While the RFSP harvests energy from the 915 MHz continuous wave source, this can also

be scaled to other frequencies in the ISM band. The ability to harvest energy from ambient

signals like radio, TV and cellular towers and Wi-Fi routers has been demonstrated and their

magnitudes are comparable to our power budget [36] [37], [38]]. Designing our prototype

to harvest energy from different bands would enable powering it using the ambient signals

for extended range operation. One of the main challenges with existing single band systems

is self-Jamming, where the isolation between the TX and RX is poor and the 915 MHz

carrier wave leaks into the receiver module. This becomes a major problem especially when

trying to implement the TX and RX on same hardware or close to each other. In either

case, the bandwidth and sensitivity for the weak backscattered data is limited due to the

presence of the strong carrier signal. One of the solutions proposed for this challenge in [39]

is to use harmonic backscatter, where energy is harvested completely from the 915 MHz

while a first or second harmonic is used to backscatter the sensed data. Such devices are

designed to use nonlinear components to passively generate a harmonic that can be used

for backscatter from device. Another related work uses a tattoo mesh sensor that can be

worn on the skin for measuring various parameters [40]. This design implements resistive

strain gauge and temperature sensors that are capable of converting the sensed data into

frequency modulation. Integrating such a sensor with our low-power device would enable
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tattoo form-factor sensing using the harvested energy.

2.5.4 Limitations and Future Work

The RFSP is a minimalistic platform that achieves sensing and communication with a

minimum number of components. This enables it to be flexible, small, operate with a low

power budget and is easy to use. However, such a minimalistic device comes with some

trade-offs and limitations. As seen in Fig. 2.9, the RF device space has a large number

of passive devices that come with digital processing and sensing. However, this addition

of an ADC to digitize the sensed signals and a microcontroller to process and transmit

them adds an overhead to the power budget of the device. From Fig. 2.9, this reduces

the effective operating range of the device since it requires more power while RF energy

available at increasing distances drops as 1/r2. On the other end of the spectrum are fully

analog devices (the Great Seal Bug) that transmit the data as amplitude modulations. AM

transmission of data have inherently low SNR and noise tolerance. With the RFSP, we have

a fully analog platform that harvests energy from a 915MHz continuous wave, senses data,

converts it to a frequency modulation and backscatters this as FSK to a remote receiver

(RPU). While the RFSP achieves very low power operation (around 160 µW max), it comes

with some limitations which are listed below along with some solutions for future directions.

• The RFSP does not have any processor on it, hence it does not currently have the

ability to process the sensed signal or use any specific protocol to communicate them.

It is designed for continuous backscattering of the sensed signals. Microcontrollers

can be added to it, although this comes with its own power overhead.

• One of the main limitations here is security of the backscattered data, especially in

the medical domain. The data is encoded as FSK and can be easily picked up by

a sensitive receiver even 10 meters away. While this work does not focus on adding

security features, one of the suggestions for future exploration is to use a low-power

XOR logic that adds a pseudo random code to the data and provides a minimum
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level of security. Another way is to reduce the TX power further (currently tested at

26dBm max) for applications where a large range is not necessary (example, bedside

sensing). At a given transmit power level, the RFSP will still have larger operation

range than other more complex RFID devices.

• Another limitation with the analog systems lies in the number of such devices that

can be deployed simultaneously. While several tens to hundreds of the RFID tags can

be used in the same environment, since they use time division multiplexing (TDM) or

duty cycling, only a few of the analog sensors can be used with one receiver. Based

on the application some of the following methods can be used to avoid collisions when

using multiple RFSPs: a) If adding power overhead is permissible, a low-power state

machine can be used to enable TDM and anti-collision protocols to the device. b)

Another solution that is feasible when different sensors are used with the RFSP in an

environment is to divide the bandwidth (10 kHz to 1 MHz) of the RFSP’s oscillator to

allocate sub-bands (channels) to each RFSP based on the sensor type and application.

This also allows simultaneous transmission where different sensor RFSPs identify with

a different channel. Moreover, it does not add any power overhead. c) In other

applications where the sensors are localized, directional antenna on the RPU can be

used to receive data from a specific sensor.

• The RFSP currently has a standard half wave dipole antenna. While this antenna

is practical and simple to implement, application specific high-gain antenna design

can increase its performance. One of the future directions is to design an inverted-F

antenna for on-body applications.

The key features of the RFSP, which include simplicity, modularity, low power consumption

and increased range are enablers for new analog sensor and sensing application development.

The RFSP’s flexibility across multiple sensing domains has been demonstrated in this paper

with different types of sensing applications. We have provided results for sensing physio-

logical signals (heart rate, temperature and breathing) as well as for sensing signals with
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interesting frequency content (audio signals using a microphone). The RFSP is currently

designed as a development platform for researchers to explore new sensing methods and

solutions for encrypting analog signals. The detailed design specifications for the RFSP are

provided and adding sensors or other features to it is a straightforward task. Moreover, the

RFSP can be augmented with a thin-film battery and this extends its range to higher than

10 meters as shown in the paper. Adding an energy storage element can also be translated

to higher power availability. This supports the power overhead that comes with the use of

additional low power digital processing. In terms of power budget reduction: The largest

amount of power consumed in the RFSP is by the oscillator, which accounts for around

80% of the total power budget. Hence to further reduce the power of the system two sep-

arate approaches can be used. Higher the frequency output of the oscillator, more power

is consumed by the RFSP. The first method of setting an upper limit for the output fre-

quency can keep the power consumption low. However, this method comes with a reduced

resolution for the sensed data. The second method is to use an oscillator with lower power

consumption than the existing option. Based on our extensive optimization for low power,

the LTC6906 is the best COTS oscillator with the lowest power consumption for the range

of frequencies between 10 KHz and 1 MHz. The work in [41] simulates the design for a

low-power ring oscillator at 20 MHz. One of the solutions would be to implement a custom

variable ring oscillator with low-power logic. This work also suggests using different power

rails and simulates to show that there is significant power reduction with this method. In

case of the RFSP, this method would be useful to maintain low power operation where

future expansion requires using some simple digital logic. The 2.3 V rail that is currently

used in RFSP is required for the oscillator operation. All other components can operate at

supply voltage as low as 1.7 V, which will help reduce the remaining 20% power consumed

by the other components on the RFSP..
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2.6 Conclusion

We have so far characterized the RF Bandaid system which is a fully-analog wireless in-

terface for resistive sensors. With the goal of bridging the gap between analog and digital

backscatter platforms, we have presented the RFSP that can harvest energy from a dumb

915MHz continuous wave transmitter, measure and map sensor data to frequency mod-

ulations and transmit it out to a RPU using backscatter communication. This effectively

moves all digitization and processing to a remote smart receiver, thereby reducing the power

consumption, cost and size of the device. Owing to its low power consumption (40 µW and

160 µW), our device has shown continuous performance at a distance of 4 meters from

the transmitter with a transmitted power of 26 dBm. We have also demonstrated the ap-

plication scenario of deploying this system in a home, by testing sensor data transmission

through walls to an RPU placed in a different room at a distance of 9 meters. We envision

a bandaid sensor that can be used to sense physiological parameters like heart rate from

a patient in a bed. With a transmitter on the bed powering the device, the RPU can be

incorporated into a bedside clock that receives, processes and displays sensed data.

We also demonstrated extending the range of the device from the RX up to 9 meters when

the device is powered by a small battery. The 160 µm thick battery from STMicroelectronics

is rated for 1 mAh at 3.9 V and can sustain the device for several hours on a single charge.

Finally, to demonstrate the device’s ability to measure data from a wide range of sensors

(medical and commercial) we have presented measurements for heart rate, breathing rate,

temperature and audio data. This prototype was developed on a printed circuit board with

COTS devices and was not optimized for space. The device can be shrunk down to a band

aid form-factor with a small circuit board on fabric. Adapting better high-gain antenna

designs would also optimize the power and data transfer.
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Chapter 3

Implantable Wireless Neural Stim-

ulator

The previous chapter presented the challenges and a solution for simple wireless sensing

with respect to a wearable sensing platform. The rest of this work will focus on wireless

biomedical sensing with implantable devices. This chapter describes the challenges with

respect to power delivery and communication to implantable devices and presents a novel

dual-band solution to address them.

3.1 Dual-Band Power Transfer and Communication

Wireless power and control have become a necessity for implanted devices, so as to improve

implant lifetime and user comfort by eliminating batteries and subcutaneous cables. With

the success of FDA-approved devices like deep-brain-stimulators and vagus nerve stimula-

tors, there has been a growing interest in developing fully wireless/implantable interface

devices for medical/neuroprosthetic applications [42]. Existing wireless neural interfaces ei-

ther operate in the high-power domain (≥100mW), requiring near-field HF WPT, or in the

low-power domain (∼ 10mW) which allows harvesting energy from far-filed UHF signals [43].

While neural recording typically operates at low power (≤50µW/channel) electrical stim-

ulation requires high power (≥1mW/channel). Such systems need to drive high-amplitude

current pulses (10s of uA to 10mA), at high-voltage compliance (i.e. ≥±10V), through inter-

facing electrodes in order to modulate neuron activity in the targeted tissue. Unavoidable

loss in the front-end electronics driving the stimulus current further increases stimulator

power consumption. At the same time, implanted systems which incorporate both neural
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signal recording and stimulation are increasingly desired, with the former requiring com-

munication data-rates and low-power transmitters. Such devices could revolutionize the

treatment of limb paralysis caused by spinal cord injury, by creating an artificial bypass

across the injury [44] [45] through post-injury stimulation (intra or epi-dural). Further-

more, the bypass could potentially be made bidirectional via taking neural recordings at

the periphery and/or spinal cord and performing stimulation of the sensory cortex. Prior
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Figure 3.1: a) System architecture and control for the wireless neural stimulator, b) labeled control PCB

work on simultaneous wireless power and communication can be classified into two main

categories: single antenna and multi antenna systems. Single antenna systems use one an-

tenna/resonator operating at a single frequency for both near field wireless power transfer

(WPT) and passive load modulation based communication. Load modulation for uplink is

ultra-low power, however, it reduces the available power and creates a ripple at the output

of a rectifier [46]. Additionally, downlink communication interferes with the power (ASK)

and/or the recovered clock (PSK) at the receiver. Finally, there is a fundamental tradeoff

between power transfer and communication. The efficiency of WPT is directly proportional

to quality factor (Q) of the resonators and to achieve high WPT efficiency, high Q (i.e.

low loss) resonators are used. On the other hand, communication data rate is inversely

proportional to Q (low Q results in higher bandwidth). As a result, efficient power transfer

and high data rate communication cannot simultaneously co-exist on the same resonator.
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For example, authors in [46] demonstrate HF (1-13.56 MHz) power delivery of 100 mW but

with very low data rate (10-100 KHz) communication. At UHF in [33, 47] high data rate

communication (1 Mbps) is feasible but at the cost of low (10 µW ) power delivery.

An alternative approach is to use separate antennas for power transfer and communi-

cation. However, this requires careful design and placement of antennas since the system

suffers from interference between power and communication. Prior work has addressed the

interference issue by designing orthogonal or coplanar coils for 1-100 MHz HF band [48–51].

Although orthogonal and coplanar resonator topology reduces the crosstalk between the

wireless power and communication subsystems, it increases the size of the implant, which

is prohibitive in most cases. Additionally, these systems have focused on design of res-

onators [48–51] to minimize the interference due to cross-coupling but do not evaluate how

the residual interference impacts the communication performance. [49] proposed a coplanar

coil topology with high speed OQPSK downlink but the system requires a power hungry

receiver on the implant which is impractical for implanted systems. Finally, the systems

are designed for wireless power and downlink and do not address high data rate, ultra-low

power uplink communication which is required for applications such as neural recording

systems. [48] proposed an active UWB radio for uplink communication, but is undesirable

since it increases the power consumption of the implant.

This chapter presents a dual-band, HV-compliant (±30V) neural stimulator, with near-

field WPT at 13.56MHz and BSC at 915MHz. Recent work on dual-band power and com-

munication [52], [53] demonstrates high data-rate communication for a system with fixed

distance between transmitter (TX) and receiver (RX). [43] presents WPT at 915MHz for

low current (116µA) stimulation but uses a battery for higher currents since harvesting

high power is challenging at 915MHz. [53] also features an integrated version of a dual-band

stimulator for seizure control (≤3mW), however, its stimulation capacity is limited to 10V

and 30µA. In contrast, the system presented is capable of delivering power on the order of

70mW (≤0.5◦C tissue heating) with simultaneous bi-directional BSC and HV neuromodula-

tion [54]. The BSC front-end currently uses a radio frequency identification (RFID) protocol
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with 64Kbps data-rates. Improved data-rates on the order of several Mbps can be achieved

using custom protocols that run in software. Future expansion of this system to record

neural signals and transmit them out of the implant will benefit from high data-rate pro-

vided by the 915MHz communication. A system-level description of the neural stimulator

is provided in Section 3.2, followed by a discussion on how the wireless system specifications

were characterized (Section 3.3). Measurement results are provided in Section 3.4, including

results from the in− vivo (anesthetized rat) evaluation of the wireless stimulator.

3.2 System Design

This implementation of a PCB-based wireless stimulator is an important proof-of-concept

prototype for the future development of fully-wireless (and implantable) bidirectional neu-

ral interfaces, incorporating high-power neuromodulation, low-power neural recording, and

digital processing. A block-diagram of the wireless neural stimulator and the labeled pro-

totype are provided in Fig. 3.1. This main control PCB houses a 16-bit microcontroller

unit (MCU: Texas Instruments - MSP430FR5969), which has 64kB of on-chip non-volatile

FRAM memory. This prototype was designed for testability and hence is a four-layer PCB

with test points and components on one side (5.2 x 5cm). The design has been optimized

to smaller form factor for implantation and will be presented in the later sections.

3.2.1 Communication Scheme

Bi-directional BSC uses a Speedway Impinj R1000 reader controlled by a GUI implemented

in python. The reader controller uses a Low Level Reader Protocol (LLRP) library to

implement EPC Gen2 protocol [55]. Downlink (Reader to PCB) initiates communication

with a 28dBm, Pulse Interval Encoded (PIE) signal and the uplink (PCB to reader) uses

FM0 modulation to encode data. The protocol is implemented on the MCU, which drives

a switch across the antenna to modulate antenna impedance and backscatter the encoded

data [56].
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3.2.2 Power Management

The design of the system uses near-field resonant WPT to meet a 70mW power budget. The

receiver chain includes full-bridge rectification and DC regulation using a Linear Technology

synchronous buck-boost converter (LTC3115) that can operate within a input voltage range

of 2.7V to 40V. This regulator is operated in burst mode, which sets the regulator switching

frequency to the minimum required to sustain the load current, thereby maintaining efficient

power management across varied load conditions. A 30mW power required for operation of

the MCU with BSC (at 3.3V) is dominated by the MCU power. The total power requirement

of the system varies with respect to the duty-cycle of stimulation. For example, driving 1mA,

biphasic pulse stimulus at 250µs pulse width and 200Hz stimulus rate (i.e. 10% duty cycle)

with ±10V compliance requires ≤1mW, plus any additional power consumption due to

stimulator inefficiency. The WPT transmitter (Fig. 3.1) employs a custom power-amplifier

based on a class-E topology; this board interfaces with the external primary coil to deliver

deliver 0.25W at 13.56MHz.

3.2.3 High Voltage Stimulator

The stimulator design used in this work is a HV compliant (± 30V), constant-current neu-

ral stimulator that is discretely implemented on a PCB using off-the-shelf HV tolerant

components and a microcontroller. The driver utilizes an H-bridge front-end based on the

CMOS integration-compatible, high-voltage compliant topology presented in [12]. For a

PCB implementation, this topology choice simplifies the design of the power-management

design and mitigates the effects of on-board parasitics on the shape of the stimulus current

waveform. The stimulus is regulated by a sinking 8-bit current-DAC (IDAC), configured

to deliver 0-250µA. The switching topology for this design is controlled by the MCU. The

stimulator front-end interfaces with an active and return electrode, with large, series block-

ing capacitors included for safety and to enable post-stimulus charge-balancing via electrode

shorting.
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3.3 System Characterization

Figure 3.2: Design specifications for near-field HF (wireless power) and UHF (Backscatter Communication)

coils

The TX and RX coils used for the following tests are shown in Fig. 3.2, along with their

design specifications. The communication front-end on the PCB is tuned using an LC-

filter network to match the impedance of the loop antenna, making the S11 a narrowband

around 915MHz, thereby mitigating interference. The following subsections characterize

WPT, BSC and HV stimulator.

3.3.1 Wireless Power Transfer

The S-parameter characterization of the two WPT coils is shown in Fig. 3.3a, for varied

distances across a frequency range of 5MHz to 25MHz. Maximum power transfer occurs at

13.56MHz for the critical and undercoupled regions. While frequency splitting is observed

in the over-coupled region. Fig. 3.3b shows the variation of WPT efficiency at 13.56MHz

for varying TX-RX distances. Efficiency at the critically coupled region (10 to 20mm) is

above 80% and falls off as the distance is increased, accordingly WPT can completely meet
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the receiver load expectations (70mW) up to 45mm. A test to measure tissue heating with

WPT across skin was done with the RX coil implanted in the abdomen of a sedated rat.

Temperature increase was recorded in the tissue above and below the coil over 7 minutes of

100mW WPT and was noted to fall under 0.5◦C. Implanting the coil in tissue generally leads

to detuning of the coil due to additional tissue capacitance. To compensate for this detuning,

the tuning capacitor on the receiver test coil was reduced based on an estimate study with

ham and saline. The coil was also coated with a thin layer of Polydimethylsiloxane, a

biocompatible material.

3.3.2 Backscatter Communication

To characterize the near fiels BSC front-end and demonstrate simultaneous operation with

WPT, the following study was done by varying the distance between communication TX

and RX from 5 to 25mm at a reader output power of 28dBm. Power and communication

TX coils were adjacently placed and the RX coils were placed facing the respective TX

coil. The system was characterized by repeatedly reading 32 bytes of dummy-data from the

MCU for a minute. Each read command using the EPC Gen2 protocol fetches 96 bits of

EPC ID and 32 bytes of data (total of 352 bits). The entire communication was logged with

a custom GUI and processed using a Matlab script to extract three parameters; bit rate

(BR-Kbps), packet error rate (PER=failed reads/total number of reads) and received signal

strength indication (RSSI);(Fig. 3.3d-f). These parameters were obtained when the PCB

was both powered by DC supply and powered with WPT respectively. The first inference

which can be made from (Fig. 3.3d and e) is that communication efficiency is not affected

much by simultaneous WPT, which is reasonable since any interference between the two

frequency bands were made negligible by design. This obervation is consistent in both of

BER and RSSI measurements. Secondly, PER is lower than 2% up to a distance of 20mm;

however after 25mm the PER (BR) begin to significantly increase (decrease). The RSSI

values show a quasi-linear decrease in signal strength as the receiver is moved away, with a

sensitivity down to -60dBm.
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(a) (b)

(d) (e) (f)

(c)

Temperature probe in 
implant coil

Figure 3.3: Characterization of HF WPT, a) shows the plot of |S21|2 frequency response for varied distances

between Tx and Rx. b) is the S21 trace at 13.56MHz. The overcoupled region is indicated by the dip in

S21 at 10mm. c) Implant in rat for temerature monitoring while transmitting 100mW of load power and d),

e) and f) characterization of simultaneous UHF BSC communication at varying distances. Communication

was good up to 20mm

3.3.3 Neural Stimulator

The wireless neural stimulator was bench-top tested to characterize power consumption. In

stand-by mode(i.e. not driving a load) the isolated stimulator consumes 3.3mW to 8.5mW,

when the HVDD is set at 3.5V to 24V, respectively. The entire system, including the control

PCB, consumes ∼70mW, in stand-by with HVDD set to 24V.

3.4 Wireless Spinal Stimulation

The stimulator was programmed to deliver biphasic stimulus to the spinal cord (C6 section)

of a sedated rat to evoke muscle activity in the triceps. The system was powered wirelessly

and stimulation was controlled by external commands transmitted over the UHF communi-
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(a) EMG response to stimulation from sedated rat

(a) 

Figure 3.4: The sedated rat with wirelessly powered and wirelessly controlled epidural stimulator, a) provices

StTAs of triceps EMG response to spinal stimulation. Arrow indicates time at which stimulus was delivered.

cation channel. Stimulus pulse-width and frequency were set to 250µs and 1Hz, respectively.

The active epidural stimulation electrode was a silver ball electrode, and the intra-spinal

stimulation active electrode was a single tungsten microelectrode with either 32kΩ or 400kΩ

tip impedance measured at 1kHz. Stimulus amplitude was varied with active electrode (32k

or 400k). Electromyography (EMG) activity from the triceps muscle was recorded using 16

channels, each sampled at 24414KS/s for offline analysis. The stimulus-triggered averages

(StTAs) were synthesized with a period of -1 to 9ms from the stimulus onset. The EMG

data was then rectified and averaged. As shown in Fig. 3.4b, post-stimulation there is

a clear EMG response in the targeted triceps associated with the applied stimulus. This

correlated with triceps flexion in the sedated rat. The wireless stimulator was verified for

reliable performance with all three investigated spinal stimulation configurations, with the

capability of WPT to handle the varying load. The communication channel was also verified

to have no drop-outs while operating along with WPT.

3.5 System Evolution

Based on the validation of the dual-band design with stimulation in the sedated rat, the

system design evolved to a implantable formfactor with additional features. The current

design of the prototype is sized to a implantable form factor as shown in Fig. 3.5(a). In
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(a) (b)

Figure 3.5: a) Prototype version 2 without coils, b) Board version 3 with WPT coil.

addition to the features fom the main prototype board, it also has an off-the-shelf neural

recording front-end from Intan. The Intan RHD2132 has 32 low-noise amplifier channels

for unipolar neural signal recording. This prototype has also been verified for simultaneous

WPT and BSC operation and is currently being developed to record neural signals. Fig.

3.5(b) shows a later version in which the WPT RX coil was included in the PCB.

3.6 Summary

This chapter demonstrated the operation of dual-band wireless HV neural stimulator that

benefits from HF WPT (at 13.56MHz) and UHF BSC (at 915MHz) to control stimulation

externally. WPT was capable of meeting the stimulator power budget (∼70 mW) up to

45mm between TX and RX with an output power of 0.25W from the transmitter with

≤5◦C heating. BSC communication was efficient with less than 2% PER up to a distance

of 20mm, while operating simultaneously with WPT. The application of this wireless stim-

ulator to rehabilitation research, for patients with paralysis caused by spinal cord injury,

was evaluated in-vivo with a sedated rat with varying stimulation electrodes and drive

strengths.
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Chapter 4

High Data-Rate Backscatter Com-

munication for Implants

The previous chapter validated simultaneous WPT and BSC with RX coils placed ad-

jacent to each other. This section demonstrates simultaneous WPT and high-data-rate

bi-directional wireless communication using a concentric WPT and UHF receiver antenna

configuration. The main goal here is to demonstrate reliable communication at ∼6Mbps

using BSC while being wirelessly powered. The backscatter protocol for uplink is imple-

mented in an FPGA. The receiver for this protocol uses a wireless power harvesting and

communication front-end implemented using 65nm CMOS process [57]. As before, we note

that WPT at HF frequencies is highly efficient (lower attenuation) and communication at

higher frequencies has larger bandwidth, which can support high data rates. We combine

the benefits of WPT at HF and backscatter communication at UHF for simultaneous WPT

and communication at high data rates. The top level architecture of the system is shown

in Fig. 4.1.

4.1 System Design

This work investigates simultaneous delivery of high power wirelessly and ultra-low power

high data rate wireless communication. While delivering up to 25mW of power we show

that the system can achieve 6Mbps uplink communication at a separation of 1cm. The top

level architecture of the system is shown in Fig. 4.1.
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Figure 4.1: Top level architecture of proposed approach for simultaneous WPT and bi-directional commu-

nication

4.1.1 Near Field Wireless Power Transfer Specifications

A three coil magnetically coupled resonator topology operating at 13.56MHz was used for

WPT between an external transmitter and the implanted miniature coils. The key advan-

tage of resonant coupling is that adaptation techniques such as frequency tuning (used in

this work) and impedance matching can be used to efficiently deliver power. The volume

constraints for implants impose stringent size constraints on the implanted system. We

use a 2cm diameter flat pancake coil made using 24 AWG copper wire encapsulated in

PDMS as the receive resonator coil (Q ≈ 90 in air) [57]. On the transmitter, we use 18

AWG 6.5cm diameter loop and a coil (Q ≈ 300 in air). Transmit and receive resonators

are optimized for an operating range of 7-10mm. The receive resonator was tuned by an

external capacitor and connected to an on-chip HF rectifier. The technique to compensate

for tissue-induced detuning of resonators presented in [58] can be used to achieve high WPT

efficiencies with implanted coils. We implement a PMOS cross coupled switch and active

deep-n-well NMOS rectifier using thick oxide I/O devices in 65nm CMOS process [59]. The
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rectifier was optimized for mW level power delivery and achieves an efficiency of 80% for

25mW output power. The rectified and regulated output powers the communication and

recording subsystems.

4.1.2 UHF Bi-directional Backscatter Communication

`

UHF loop

Power
coil

RX TX

UHF loop

Power 
coil

Figure 4.2: Transmit and receive resonators for simultaneous WPT and bi-directional communication

Backscatter communication at 915MHz is a perfect fit for neural implants that require

low data rate downlink for sending commands and high data rate uplink to stream the

recorded signals. For downlink, we use amplitude modulation with pulse interval encoding

at 160kbps similar to an RFID reader. Since the implant is power constrained, active

radios on the receiver are undesirable. Our receiver uses a charge pump based envelope

detector followed by RC filters and a low power comparator to decode the bits. Uplink uses

backscatter communication, wherein the implant switches the impedance at the receive UHF

antenna between matched and short states to transmit bits. The external reader transmits

the carrier wave and detects the change in reflected signal to decode the backscatter bits

which are encoded using FM0 at 6Mbps. The reader implements time-domain multiplexing

to avoid collision between down and uplink. The distance between transmitter and receiver

is limited to 1cm in ECoG applications, which is in the near field at 915MHz. We use

an 8 mm diameter loop antenna at the receiver and a segmented loop antenna for the

transmitter [60] as shown in Fig. 4.2.



52

4.1.3 Digital Communication Block

The communication module was implemented in FPGA for IC compatibility and Fig. 4.1

shows the blocks involved in the communication protocol. The RX downlink from receiver

provides the PIE clock and data which is demodulated and parsed for information based

on the PIE delimiter measured. The controller decided the response package to send based

on the parsed command using the random number generator (RNG for RN16), MUX and

CRC blocks. The sequencer ncorporates different parts of the packet together. The en-

coder performs a conversion of data into FM0 encoding. This data is then modulated and

transmitted out to the backscatter switch on the antenna. The main clock frequency for

the digital block is derived from 13.56MHz which is then divided to source other internal

blocks. The Verilog implementation of the EPC Gen2 protocol with complete block read

and block write modules and test protocols can be found in the repository in [61].

4.1.4 Integration and Interference Suppression

On the transmit side, HF power was prioritized and the UHF segmented loop antenna was

placed behind the HF power coil. This configuration significantly improves the efficiency of

WPT (compared to when the HF power coil is placed behind) and has minimal impact on

the link budget of communication, which can be compensated with a nominal increase in

the reader’s transmit power. On the receive side, the UHF coil was placed concentrically

inside the HF resonator, as shown in Fig. 4.2, to conform to the size restrictions. Concen-

trically placed coils have high coupling coefficient, which can lead to significant interference

between wireless power and communication. We leverage separation in the frequency do-

main to minimize interference. First, since UHF band is used exclusively for near field

communication, the UHF reader’s transmit power is low and as a result, communication

has negligible impact on WPT. Additionally, magnetically coupled resonators are extremely

frequency selective (high-Q band-pass for efficient power transfer) and rectifiers have µF

filtering capacitors at the output which makes WPT immune to interference at UHF.
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On the other hand, the output power at HF is on the order of 100mW which causes

significant interference on the UHF communication link operating at µW signal levels. To

suppress this strong interference on downlink communication, first a high Q LC filter is used

to match the receiver front end to the impedance of the UHF antenna (6.7 − j63.9). This

provides the first level of filtering. Secondly, at the output of the four stage charge pump

based envelope detector, additional band pass filtering which passes 160kbps downlink data

suppresses the HF interference. Finally, a tradeoff between the sensitivity of the receiver

and noise by introducing an offset in the comparator counters any residual interference at

the input of the comparator. For uplink communication, the band pass on the external

UHF reader suppresses the minimal interference from WPT in the UHF band. The receiver

and transmitter on the implant side consumes an average of 2 µW and 950nW respectively.

The baseband protocol iat s implemented on the FPGA was interfaced with the chip.

4.2 Experimental Validation

A HF rectifier and the UHF transceiver implemented in TSMC 65nm GP CMOS process

were used for the following experiments [57]. The baseband protocol was implemented

on a DE1 Altera FPGA and interfaced with the UHF front end. On the transmit side, a

commercial power amplifier (100W1000B by AR) was used as the power source and the UHF

backscatter reader was implemented on a USRP N210 software defined radio. The system

was optimized to minimize the interference between wireless power and communication.

The simultaneous operation is evaluated in the worst-case scenario, which would result

in maximum interference. The output of the rectifier feeds a 1V LDO which requires a

minimum input voltage of 1.2V while accounting for the 200mV dropout of LDO. The

system was tested while operating at the worst case efficiency where 1.2V was set as the

output. This configuration was achieved in experiment by sourcing 1.2V at the output

of the rectifier and measuring the load current. The PA was set to deliver an output

power of 200mW to a 50Ω load which supports a minimum load of 25mW at the maximum

operating range of 1cm. The following experiments were run with the HF PA and UHF
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reader operating simultaneously.

4.2.1 HF Wireless Power Transfer

The distance between transmit and receive resonators was varied and frequency tracking

was used to ensure maximum power delivery. As the distance increased, the available power

decreased due to reduction in coupling between the transmitter and receiver. The distance

of 8mm was identified as the critical coupling point, and frequency tracking algorithm could

deliver higher power to the receiver compared to fixed frequency operation. Beyond 8mm,

frequency tracking algorithm convergesd to the fixed operating frequency of 13.93MHz since

there was no frequency splitting beyond this point. The received power at 8mm was around

30mW and fell to the limit of 25mW at 10mm distance.

4.2.2 UHF Backscatter Communication

Next, the efficacy of UHF bi-directional communication between the implant and the exter-

nal backscatter reader at 160kbps downlink and 6Mbps uplink data rates was tested. The

output power of the reader as set to -5dBm (for operation up to 1cm) and the distance

between transmit and receive resonators was varied. Fig. 4.3(a) shows the received signal at
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Figure 4.3: Near field UHF bi-directional communication performance.

the envelop detector and the RSSI of the backscatter uplink data receiver by the backscatter
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reader. It can be seen that the signal strength decreases as the separation between transmit

and receive antennas was increased. Moreover, the link budget for uplink communication is

Query
ACK

Req_RN
Read

RN16
EPC

RN16
Data

Figure 4.4: A time domain oscilloscope measurement of the baseband bi-directional communication between

the external reader and the implanted system.

much greater than the sensitivity of the reader (-85dBm) which means either the transmit

power can be reduced and/or higher data rate uplink communication can be supported with

this configuration. Finally, Fig. 4.3(b) shows that percentage of packets correctly decoded

on the reader to demonstrate the successful performance of the uplink communication up

to a distance of 1cm. Fig. 4.4 is a time domain trace recorded from the implant on TX and

RX ports. It shows the a single cycle of read command exchange with downlink encoded

using PIE and the uplink response from the implant encoded using FM0.

4.2.3 Co-existence of WPT and Communication

Finally, we measure interference between WPT and communication. As expected, we no-

tice that there is no interference due to communication on the output of the rectifier and
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Figure 4.5: Co-existence of WPT and communication

similarly, there is no impact of WPT on the uplink communication. We study the impact

of WPT on downlink communication by measuring the input to the receive comparator.

This signal is shown in both time and frequency domain in Fig. 4.5. The time domain trace

shows a comparison between the envelope and the filtered output to the demodulator. We

notice a small 13.93MHz signal riding on top of the time domain signal at the output of the

envelope detector and band pass filter. However, the additional offset in the comparator

filters this interference to correctly decode the downlink data. The frequency domain plot

shows that the interference from the power (25mW received) is 34dB lower than the average

power of the downlink data.

4.3 Summary

This chapter introduced an approach of concentric antenna configuration for simultaneous

wireless power transfer and wireless communication for implanted systems. Leveraging the

benefits of wireless power transfer at HF and high data rate ultra low power backscatter

communication at UHF, can enable large-scale fully implanted systems. The system design

and performance of a high data rate communication system with simultaneous WPT was

investigated and substantiated using experiments.
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Chapter 5

Localized Wireless Power Delivery

5.1 Introduction to Phased-Array WPT and HF Echolocation

Wireless power transfer (WPT) using near-field magnetically coupled resonators has grown

to the point where consumer devices with a single transmit (Tx) coil and single receive (Rx)

coil can be found in use today. These systems are optimized and well-suited for applications

where the mobility of the Rx coil is limited, such as wireless charging pads for phones where

the Rx coil is placed directly on top of the Tx coil. However, if the desired transmission

distance is greater than the diameter of the smallest coil in the system, or if the size of

the Tx coil is much larger than an Rx coil, efficiency drops drastically [62]. Most consumer

devices can accommodate this efficiency dropout as WPT is not critical for operation.

When it comes to WPT for medical devices which help maintain organ function reliable

power delivery becomes a necessity. Specifically, in case of wireless implantable systems the

ability to targetedly deliver continuous power to the device is essential for normal operation

of the implant. To facilitate targeted power delivery to a receiver, localization of objects in

the powering space also becomes a primary necessity. Hence the two important challenges

are;

• Targeted WPT to the device of interest

• Localization of the specific device

5.1.1 Targeted Power Delivery

To overcome the design challenges in HF WPT, transmit coil arrays can be used to improve

efficiency across a wider power transfer range. Prior work has presented systems utilizing
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multiple transmit coils [63–66]. However, these articles neglect the coupling between the Tx

coils. It will be shown that the coupling between the transmit coils has a significant impact

on the phase at which maximum (or minimum) power is delivered to the Rx coil. A WPT

system with multiple Tx and Rx coils with inter-coil coupling that uses frequency tuning to

optimize the system efficiency is presented in [67]. However, frequency tuning may violate

the allowable bandwidths defined by federal regulatory bodies such as the FCC [68].

In [69] we show WPT to one or more receivers using phased array WPT system consisting

of two (can be extended to more) transmit coils each driven by a power amplifier (PA). The

transmitters are all phase-synchronized at the same frequency and the phase relationship

between each transmitter can be dynamically controlled to enable constructive or destructive

interference between the magnetic fields generated by each Tx coil. This work leverages the

coupling between the Tx coils and uses amplitude and phase control to overcome decreasing

efficiency associated with strong coupling between Tx and Rx coils. This work presents a

thorough circuit analysis for a WPT system with two driven Tx coils and one Rx coil which

is published in [70]. The control variables for these systems are the magnitude and phase

of each transmitter. We derive expressions for the magnitude and phase that maximize or

minimize power delivered to the Rx coil given any coupling coefficient arrangement between

the various coils. Additionally, we derive the transition point that allows the system to

determine cases where using a single Tx proves more efficient. Experimental results using

a phased array WPT system are presented to verify the theoretical analysis.

5.1.2 Localization of Receiver

In case of near field WPT, a means of localization is of increased significance as the power

levels can be very high and it is ideal to transmit power only to the targeted receive device.

The reasons are primarily to conserve power and to avoid leakage of power to surrounding ob-

jects. Current localization protocols predominantly use radio frequency communication [71]

and other hardware for detecting object presence. These systems consist of one or more Tx

and Rx which communicate with each other to localize. This two-way communication adds
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a burden to the Rx power budget in terms of localization.

To deliver power efficiently using the proposed phased array system, it is also important

to localize the RX. With a single TX system, localization is done by having the RX inform

the TX of its position using out-of-band communication, or use other position sensing hard-

ware. This is primarily due to insufficient information gained from the reflected signal with

a single TX. This chapter also presents a method that is analogous to echolocation used by

bats and dolphins in nature. The goal for this work is to localize an RX by using the exist-

ing hardware on the TX side and eliminating the dependence on RX communication. The

proposed method leverages the phase difference between the two HF transmitters to achieve

localization. As we will see in the following sections, this method eliminates the necessity for

additional hardware in the receiver dedicated to localization task. The theoretical analysis

of this method will be explored in detail in the following sections.

The key advantages of implementing the localized phased-array WPT system are:

1. Increased range at which high efficiency can be achieved compared to a single trans-

mitter system

2. Maximum efficiency can be achieved anywhere within a defined volume of space by

optimizing the magnitude and phase of the various transmitters.

3. Maximum power regions and null-power regions can be generated simultaneously

within a defined volume of space. This is desirable for systems that consist of multiple

receivers where certain receivers can be targeted for charging.

4. Leakage fields can be reduced when maximum power is transferred to a targeted

receiver compared to the single transmitter configuration. Minimum leakage fields

are desirable for demonstrating regulatory compliance and mitigating the amount of

energy induced upon surrounding objects.
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5. Localization of object to set phase and magnitude variables for targetted maximum

power delivery withing the Tx area.

6. Move the burden of localization entirely to the receiver. This eliminates the require-

ment of extra hardware and power dedicated to localization on Rx

V =


VTX,a1

VTX,a2

0

 ,Z =


ZTX,a1 jωMa1a2 jωMa1b1

jωMa2a1 ZTX,a2 jωMa2b1

jωMb1a1 jωMb1a2 ZRX,b1

 , I =


ITX,a1

ITX,a2

IRX,b1



V = ZI (5.1)

ZTX,a = RS,a +Ra + jωLa +
1

jωCa

ZRX,b = RL,b +Rb + jωLb +
1

jωCb

Ii =
det(Zi)

det(Z)
: i = 1, 2, 3...n Vo,b = Ib ×RL,b

(5.2)

5.2 Theoretical Analysis of Phased-Array Power and Localization

Phased-array of transmit antennas for beamforming have shown promise for extending the

range of far-field wireless applications [72–74]. These systems rely on shifting the relative

phase of transmitters to achieve constructive or destructive interference in the radiation

pattern to maximize power delivery to a specific receive antenna. Mutual coupling in far-

field phased-array systems can significantly affect the system as spacing between antenna

elements decreases [75]. Consequently, the effect of mutual coupling is typically considered

parasitic and requires mitigation techniques. However, the parasitic mutual coupling can be

leveraged to improve range and efficiency [76]. Near-field WPT systems must also optimize

the mutual coupling between coils for efficient operation.
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Figure 5.1: Circuit representation of a three coil system.

In the proposed system, the magnitude and phase shift of each transmitter can be con-

trolled independently. Parameters are derived that determine scenarios where the phased-

array system outperforms a single transmitter. Depending on the strength of the transmit-

coil coupling coefficients, the wireless power can be optimized or minimized to an arbitrary

location within a three-dimensional volume of space.

5.2.1 Equivalent Circuit Analysis

Using lumped-element circuit theory, the output voltage Vo at any of the receiving coils

may be derived using mesh-current analysis. The matrices in (5.1) present the general case

of n coupled coils. Z is a square matrix of the impedance parameters and contains n2

elements. The main diagonal comprises the reactance and resistance of each coil, which

is a function of the self-inductance, tuning capacitance, source and load impedances and

parasitic resistances. Using Cramer’s rule, the unknown mesh currents can be determined.

The V vector accounts for the driving voltage source of each Tx coil. The driving voltage

corresponding to each Rx coil is 0 since the Rx coils are not driven.

In this representation, we assume there are a transmitters and b receivers. In each Tx

coil, the resistance is the sum of the source and parasitic resistances. Similarly, in each Rx

coil, the resistance is the sum of the load and parasitic resistances. Also, the load in each

Rx coil is purely resistive. Thus, the output voltage of the ith coil Voi is the product of load
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resistance and the mesh current. Mij is the mutual inductance between the any two coupled

inductors and can be calculated as a function of the distance and angular alignment between

two coils [77]. For the three coil system, the magnitude of the voltage across RL of the Rx

coil is shown in (5.3). Fig. 5.1 shows the equivalent circuit model of a phased array WPT

system using a = 2 Tx coils and b = 1 Rx coils. Each coil consists of a winding inductance

La|b, a parasitic AC resistance Ra|b and a series tuning capacitor Ca|b. All coils are coupled

by the coupling coefficient k. Consequently, there are n(n− 2)/2 coupling coefficients where

n = a+b is the total number of Tx and Rx coils in the phased-array WPT system. Each Tx

coil is driven at the same frequency by a phase-synchronized voltage source with adjustable

magnitude and phase.

Assuming that the frequency of the two coupled Tx coils is equivalent, phasor analysis

can be used to add the contributions of each transmitter. The cumulative effort of the

two Tx coils may interfere constructively or destructively, depending on the relative phase

difference. In this analysis, the voltage source for the first TX coil (TX1) is considered

the reference source, with a phase φ1 = 0 and a magnitude α1 = 1. Thus the phase

difference ∆φ = φ2 − φ1 between the two Tx coils reduces to the phase φ2 of the second

transmitter’s (TX2) voltage source. Ideally, for a symmetric system with k12 = 0, if φ2 = 0

then constructive interference results in maximum Vo. Conversely, if φ2 = 180◦, then the

two transmitters are out of phase, which results in destructive interference and consequently

a reduction in Vo. This anti-phase condition minimizes power delivered to the Rx coil.

For the remainder of the 3-coil discussion, α and φ will represent the magnitude and

phase respectively of the transmitted signal from TX2 such that VS1=cos(ωt) and VS2=αcos(ωt+

φ). The magnitude of TX1 will be normalized to one and the phase set to zero such that

VS1=1 in the phasor domain. Using Euler’s identity, the second source will provide the

magnitude and phase offset relative to the first source such that VS2=αcos(φ) + αsin(φ).

Additionally, a symmetric system will be considered such that L1 = L2 = L3 = L, and

similarly for R and C of the coils. The same analysis can be applied to an asymmetric

system, only the expressions become much larger and are not included here. The subscripts
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for TX1 will be references as 1, TX2 as 2 and RX as 3.

Vo =
ωRL[(ωM12M23 + jM13Z2)VS1 + (ωM12M13 + jM23Z1)VS2]

Z1Z2Z3 + ω2(M12
2Z3 +M13

2Z2 +M23
2Z1)− 2jω3M12M13M23

(5.3)

αopt,min =
ω3k12LRC

2
(
k223 − k213

)
sinφ− k13k23

(
ω2R2C2 + k212

)
cosφ

ω2k223R
2C2 + k212k

2
13

(5.4)

αopt,min,symm =
k13
k23

cosφ (5.5)

φopt,min = tan−1
[
ω3k12(k213 − k223)LRC2

k13k23(ω2R2C2 + k212)

]
(5.6)

φopt,max = 180◦ − φopt,min (5.7)

5.2.2 Maximize and Minimize Power Delivery

For the function Vo, αopt,min represents the optimal solution that minimizes Vo. The expression

for αopt,min in (5.4) is a function of the inter-coil coupling coefficients k12, k13 and k23, the coil

parameters L, R and C and φ. αopt,min is derived by differentiating Vo with respect to α, setting

the result equal to zero, and solving for α. For a given φ value, αopt,min represents the magnitude

that will give a relative minima of Vo at that specific phase shift. Since αopt,min is dependent on φ,

it will only imply an absolute minimum for Vo if the phase at which Vo will be minimized (φopt,min)

is specified.

When k12 = 0, (5.4) simplifies to (5.5). In this symmetric case, the absolute αopt,min,symm always

occurs at φ = 180◦, which creates perfect destructive interference between the two transmitters and

allows for an absolute minimum of Vo = 0V . If k13 > k23 and k12 = 0, α2 needs to be greater

than α1 by a factor of k13/k23 to minimize Vo because TX2 needs to compensate for the stronger

coupling between TX1 and the Rx coil. Alternatively, when k13 < k23 and k12 = 0, α2 needs to

be less than α1 by a factor of k13/k23 in order to minimize Vo. In the case where k13 � k23, an

absolute minimum of Vo = 0V is not possible to achieve unless α2 is very large in magnitude (i.e.

TX2 outputs significantly more power than TX1).

φopt,min is derived by differentiating Vo with respect to φ, setting the result equal to zero, and

solving for φ as in (5.6). Since φopt,min is independent of α, φopt,min can be calculated first, and
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Figure 5.2: Vo for a range of α and φ for a three-coil phased-array system with varying k12, k13, k23.

then used to find the αopt,min at which an absolute minimum of Vo can be achieved.

The value of α that maximizes Vo (αopt,max) always corresponds to the largest allowable value

of α. This is logical because α represents the magnitude of the transmitted power: sending more

power results in a larger Vo. In a real system, αopt,max is limited by the maximum output power

capability of the power amplifier in the WPT system. When k12=0, the αopt,min simplifies to the

result shown in (5.5).

The value of φ that maximizes Vo (φopt,max) always corresponds to a 180◦ phase shift from

φopt,min as in (5.7). Therefore all four expressions for αopt,min, αopt,max, φopt,min, and φopt,max can

be computed directly, which implies that power can be minimized or maximized for a receiver if its

position relative to the two transmit coils is known.

5.2.3 Single Tx Vs. Phased-Array

To identify the scenarios where using two Tx coils has a higher Vo than one Tx coil, the configuration

with only one active Tx coil was compared to the case with two phase-synchronized Tx coils. We

define the transition voltage (Vo,trans) as the output voltage for which the two-Tx coil system becomes

greater than Vo for the single Tx coil configuration.

For a better perspective, Fig. 5.2 shows Vo as a function of α and φ. For these plots, α2 = α and
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α1 = 1. The magnitude of Vo is represented by the intensity of the color map. Each plot in the panel

corresponds to a different configuration of coupling coefficients k12, k13 and k23. The dark hashed

regions correspond to the scenario when a single Tx coil achieves a higher Vo than the phased array.

The first row shows that for a symmetric configuration when k13 = k23, the maximum Vo always

occurs at α = 5 and φ = 0 while the minimum Vo always occurs at α = 1 and φ = ±180◦. The

second and third rows show that when k13 6= k23, the α and φ values at which the maximum and

minimum Vo occurs are dependent on all three coupling coefficients. As k12 increases, the maximum

achievable Vo decreases when k23 > k13. However when k23 < k13, higher k12 improves Vo because

k13 is over-coupled, and as more energy couples from TX1 to TX2, the overall energy delivered to

the Rx coil at a single operating frequency increases. Corresponding to the observation made in

Section 5.2, to minimize Vo when k23 is four times greater than k13 and k12 = 0, α2 must be four

times less than α1 (Fig. 5.2-2A). Similarly, to minimize Vo when k13 is four times greater than k23,

α2 must be four times larger than α1 (Fig. 5.2-3A).

αtrans = 2αopt,min (5.8)

The α value below which Vo < Vo,trans for a given phase difference between transmitters is

defined as αtrans (5.8) and is derived from Equation. 5.3 when TX2 is off. This parameter can

be used to identify the best configuration to use (single Tx coil or phase-synchronized Tx coils) for

a given configuration of coil coupling coefficients. If the goal is to minimize Vo, it is always more

suitable to have two Tx coils assuming the proper αopt,min and φopt,min are applied for the given

coupling coefficients. However, if the goal is to maximize Vo it may be better to have just one Tx

coil if αtrans is greater than the maximum allowable α that can be realized by the power amplifier.

5.2.4 Echolocation Principle

The principle of using phased-array transmitters to implement WPT systems was introduced and

the optimal settings for magnitude and phase have been theoretically analyzed. In such multi-

Tx systems, the magnitude and phase of TXs are swept to obtain constructive and destructive

interference for location-selectable power delivery. However, an estimate of the location of the

receiver is necessary to set parameters for targeted maximizing/minimizing of power. The method

presented here characterizes the system with two Tx coils and one Rx coil to achieve localization of

the Rx in a 2D space. The goal for this work is to localize an Rx by using the existing hardware
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on the Tx side and eliminating the dependence on two-way communication between the Tx and Rx

communication.

Γn =
Zn − Z0

Zn + Z0
(5.9)

The operation principle for this method relies on the change in k between the Rx and Tx coils

at different locations of the Rx. This in turn varies flux between the three coils. The Z matrix for

the three coil setup shown in Equation. 5.1 and 5.2 are also used to characterize the localization

process. The Z matrix contains 3x3 elements representing the impedance of the three coil system.

The reflection parameter (Γ) which is obtained based on the Z matrix is a ratio of the outgoing

and incoming waves at a port. This relation is provided in Equation 5.9 where Zn is the impedance

at the nth port (5.1) and Z0 is the characteristic impedance (port termination/reference impedance

- typically 50Ω). Thus the reflection parameter is dependent on the mutual inductance between

coils. As the position of Rx is varied, the M12, M23 and M31 change which varies the non-diagonal

elements in the Z matrix. This in turn gives rise to changes in the reflected and transmitted signals.

Looking back at 5.2, the phase variation changes the interference pattern between the two Txs. At

any given position of Rx, by involving a third control knob, (φ), information on the position can be

inferred from the signals reflected at various phase differences between TX1 and TX2. The Z matrix

increases in dimension with N coils as NxN, making the dependencies more complex. Hence, the

reflected signals get more complex as the number of coils increases, and these dependencies provide

more knobs to localize precisely.

5.3 Validation of Phased-Array Operation

In order to validate the expressions derived in Section 5.2, several experiments were conducted to

compare the simulated results with experimental measurements.

The schematic for the experiments is shown in Fig. 5.3. It comprises two independent power

amplifiers that are controlled by a single MCU and a precision clock distribution circuit for phase

adjustment. The clock distributor is based on the AD9510 by Analog Devices. Received power

is measured using a 50Ω 40dB attenuator and Agilent U2001A RF power meter. The TMS320

digital signal processing unit controls all the hardware on the transmitter board including a direct

digital synthesizer for frequency generation, a single-ended class E PA [78] with a programmable

supply voltage determined by a digital potentiometer that controls the output voltage of a DC-DC
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boost converter, and an RF magnitude and phase detector that analyzes the forward and reverse

signals from the bi-directional coupler. The Tx and Rx coils are all identical with an inductance of

L = 17.2µH, series tuning capacitance of C = 8pF and AC resistance of R = 1.2Ω with a resonant

frequency of 13.56MHz.

MCU
PHASE 

CONTROL

TX1 
CTL

TX2 
CTL

PA

PA

DATA

DATA

CLK1

CLK2

TX1

TX2

RX

RL = 50Ω
Power Meter 

PRIMARY TRANSMITTER

SECONDARY TRANSMITTER

RECEIVER

Figure 5.3: System level block diagram of experimental configuration using two Tx coils and one Rx coil.

As illustrated in Fig. 5.4 column A, the two Tx coils are positioned on two adjacent faces of a

cube-like volume. We repositioned the Rx coil inside the volume to demonstrate different coupling

configurations with each Tx coil. These positions were at 20, 69 and 135mm from TX1 with the Rx

coil always parallel to TX1 and orthogonal to TX2.

At each distance, we set the output power level of TX1 and TX2. The output power from each

transmitter was set by connecting the output of each PA directly into a 50Ω RF power meter and

adjusting the supply voltage to the PA. Relating back to the circuit analysis from Section 5.2, the

magnitude α of each sinusoidal input VS represents the power level of each transmitter. When the

transmitter with an arbitrary source resistance RS is connected directly to a fixed load resistance

RL, VS relates to power delivered to the load power by:

P (W ) = RL

(
VS

RS +RL

)2

(5.10)

TX1 was configured to deliver 1W into the 50Ω load, and remained fixed for all experiments.
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For the first experiment, TX2 was configured to transmit 5W, which corresponds to the maximum

output power capability of this PA. Next, we configured TX2 to deliver 1W into the 50Ω load, so

that each transmitter delivers the same amount of power. Then we set the output power of TX2

to correspond to the the value of αopt,min for the given coupling coefficient configuration. Since

αopt,min depends on k12, k13 and k23, the power level had to change for each of the three distances

in this final experiment, but was always between 1− 5W.

At each power setting and Rx coil configuration, we varied the phase of TX2 relative to TX1 from

−180◦ to 180◦ at 10◦ increments and recorded the received power level with the Rx coil terminated

by a 50Ω RF power meter. The experimental results are shown in Fig. 5.4. The red curves represent

the experimental received power for each respective coil configuration.

A careful examination of these plots shows that for the same Rx coil position (i.e. same row), the

minimum and maximum received power levels occur at the same φ value. This proves that φopt,min

and φopt,max are independent of α, and only depend on the various coupling coefficients between the

coils as expected from (5.6) and (5.7) respectively.

In order to validate our theoretical model, we extracted the coupling coefficients k12, k13 and

k23 from each of these configurations. There are direct calculations to compute coupling coefficients

between two coils based on the coil geometries and distance between the coils [79]. However, for two

Tx coils and one Rx coil, these approximations are not accurate. Therefore we relied on MATLAB

to identify the best-fit coupling coefficients that match the experimental results with the theoretical

circuit model, given the data obtained for each of the physical configurations. Since the coupling

coefficients are only dependent on coil position, the coupling coefficients are constant across different

power levels. Hence, the coupling coefficients are the same for each plot in the same row in Fig. 5.4;

however, they differ from one row to the next as the coils are repositioned.

Using these extracted coupling coefficients, along with the equivalent VS values corresponding

to the various Tx power levels (5.10) and the measured coil parameters (L = 4µH, R = 0.95Ω and

C = 34pF ) of each identical Tx coil, Vo was calculated using (5.3) for the same range of φ as in the

experiments. The simulated Rx power can be calculated from the output voltage measured across a

50Ω load. These simulated results are represented by the blue curve in Fig. 5.4.

Comparing the blue and red curves proves that our theoretical circuit model and simulation

results for Vo accurately match the measured experimental results across all configurations. The

maximum and minimum output power levels correspond to the calculated values of φopt,max and

φopt,min respectively. Consider panel 1B for example: from (5.6) and (5.7), φopt,min = 110◦, and
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Figure 5.4: Experimental and simulation results for received power corresponding to three different coil

configurations and various Tx power levels.
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φopt,max = −70◦, which closely match the measured phase at which minimum and maximum power

occurs for the experimental result of 104◦ and −76◦ respectively. The expression for αopt,min can be

similarly validated for any of the results from column D.

By adjusting φ and α at any of the three Rx positions, the received power may be minimized

or maximized. As expected, the maximum output power for each configuration always occurs for

maximum PTX2 (i.e. maximum α) in column B. Additionally, by comparing columns B and C, a

much wider range of power can be delivered to the Rx coil when TX2 outputs more power than

TX1. Although the minimum value of Vo is always greater in column B compared to column C, the

difference between the peaks and troughs in column B are much wider than in column C.

The absolute minimum value of Vo always occurs when α is properly set to αopt,min in column

D. This may seem counterintuitive because the power levels of TX2 in column D are always greater

than those in column C, yet column D achieves the lowest Vo. Even though Vo can be driven close

to zero for each power level, the lowest Vo is always achieved in column D when the system operates

at φopt,min and αopt,min.

5.4 Experimental Validation of Echolocation

In the following experiments both TXs are powered by individual custom made class-E PA PCBs.

It should be noted that the power from the PA to the Tx coil will change as the load impedance

presented to the PA changes. In other words, even though the supply voltage to the class-E PA is

fixed for all these experiments, the amount of power consumed by the PA and the RF output power

from the PA will change as the distance between the Tx and Rx coils changes and as the phase

between the two Tx coils changes. The schematic design and the setup are shown in Fig. 5.5A and

B. The Rx is connected to a power meter through a 50Ω attenuator. A directional coupler at the

output of the PA passes the forward and reflected signals to an RF detector. Magnitude and phase

of reflected signal and Tx power for each position was recorded using the PA GUI (forward/reverse

signals at TX). For the following sections we refer to this as the S11 parameter that is used to

localize the Rx position. The expreimental setup is very similar to the one presented in the previous

section with some changes to the Tx signal generation. For this set of experiments, the PA phase and

amplitude are controlled by output ports on a Tektronix AFG3252 dual channel function generator.

A python driver is used to setup the AFG3252, perform the sweeps and log data from it. The time

series signal that is logged can be used to verify the input signal to the PA. The Tx boards initially
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carry out a standard φ sweep from −180◦ to 180◦ while Rx is absent. The Rx can be localized by

analyzing the S11 parameters at each φ sweep. The PA control interface logs the S11 data which

is parsed using Matlab and compared for localization, however, this calculation could be done in

real time on the DSP. For 2D localization, the space in front of the Tx coils is divided into multiple
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Figure 5.5: (A) Schematic of transmitter, (B) Experimental setup. The time trace of Tx power variation

during phase sweep for (C) Adjacent, (D) Overlap, and (E) Optimal configurations.

positions which will be explained in the following sections. The Rx coil is placed planes parallel to

the Tx coils.

5.4.1 Optimal Tx configuration

Before proceeding with the experiments, it is important to identify an optimal configuration for the

two Tx coils. Two different Tx coil arrangements were initially considered. In the first arrangement

the Tx coils are placed adjacent to each other (ADJ), and in the second they overlap (OVLP) by

more than 50 % as shown in the insets of Fig. 5.5C and D. The drive strength of each Tx was

5Vpp. PA slow, periodic sweep of φ was carried out and the power level at each Tx for each φ value

was recorded. The time series data of Tx power level is plotted in Fig. 5.5. It is evident that the
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Figure 5.6: Different positions of the Rx coil used in the localization experiments. Tx Coils were positioned

in the optimal overlap configuration.
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Figure 5.7: Magnitude plots for reflected signals over φ sweep for nine Rx positions.

coupling between TX1 and TX2 in case of ADJ is high. This is indicated by the large fraction of

power dissipated in the absense of Rx coil (10W peak and ∼4W when φ is 0) when compared to

OVLP (5W peak and ∼2W when φ is 0). This is primarily because the PA is optimized to drive

a 50Ω load and the adjacent configuration changes the load value leading to more energy coupled
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between the two Tx coils and dissipated across them. The coupling k12 in OVLP is relatively low

where the system almost presents a 50Ω load and hence there is less power dissipated across the

Tx coils. Also, due to the excellent k12 localization is easier in the ADJ configuration. High Tx

coupling (k12) results in high power dissipation between Tx coils even when Rx is absent but has

very large correlated changes with φ sweep. Whereas, very low k12 implies low power dissipation but

also lower correlation with φ change. To identify a configuration with low power dissipation as well

as good localization ability a set of standard measurements were obtained for several configurations

and the optimal case was selected as shown in Fig. 5.5E. The power dissipation level was kept low

while obtaining a substantial change on either Tx while sweeping φ.
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Figure 5.8: Phase plots for reflected signals over φ sweep for nine Rx positions.

5.4.2 Localization experiment

To identify a method of localizing the RX, a second set of experiments are performed. The PAs

are both driven by the function generator. The phase of TX1 is set at −180◦ and φ is swept from
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−180◦ to 180◦ at 2◦ increments using a python controller interface to the AFG3252. S11 magnitude

and phase are recorded at each φ setting. For 2D localization in this experiment, the space in front

of the Tx coils is divided into 3 positions at three distances; in front of TX1 (POS1), between the

Tx coils (POS2), and in front of TX2 (POS3). Each position at distances of 3cm, 6cm and 9cm

from the Tx coils represents overcoupled, critically coupled and undercoupled regions respectively,

as shown in the picture above Fig. 5.7. The Rx coil is placed parallel to the Tx coils at each of the

nine positions depicted by circles in the picture.

Fig. 5.7 shows the recorded S11 magnitude plotted on the y axis with the phase sweep in radians

on the x axis. Similarly Fig. 5.8 presents the S11 phase data on the y-axis with phase sweep on the

x-axis. This data represents the S11 values averaged over two trials. In the 3cm distance, when the

Rx is placed in front of TX1 , both S11 phase and magnitude of TX1 are greater than that of TX2

(POS1), similarly when Rx is placed in front of TX2 (POS3). However, if Rx is centrally located

between the two Tx coils, there there is no clear distinction between their S11 magnitudes while the

shift in phase signals reflect the position to some extent(POS2). A similar trend can be observed in

the 6cm plots. It is clear that both phase and magnitude are necessary to identify the positions at

the different distances. This point becomes clear in the 9cm configurations as it can be distinguished

from the other two distanced based on magnitude, but differentiating between the three positions by

simple comparisons is challenging. This is because the Rx is now in the undercoupled region where

the S11 signals are small and very close to the standard without any RX.

To make localization achievable within the given range, a localization parameter (LOC) was

formulated to localize the Rx based the S11 data of each TX. A shape dependent centroid was first

calculated for the magnitude and phase curves of S11 based on (5.11). Where, R represents the

centroid, A is the amplitude of the curve at point B across the phase sweep, for each of the traces. R

is computed over the i samples in the trace. For all nine configurations the LOC point was computed

as given in (5.13). Where, RM1, RM2, RPH1 and RPH2 stand for the centroid of magnitude and

phase of the two TXs respectively.

R =
1

n∑
i=1

Ai

{ n∑
i=1

(Ai ∗Bi)
}

(5.11)

X = RPH2 −RPH1, Y = RM2 −RM1 (5.12)

LOC = (X,Y ) (5.13)

The LOCs of all nine configurations are plotted in Fig. 5.9A. The x-axis is the difference in the
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phase centroid (X) and the y-axis is the difference in magnitude centroid of each location (Y ). The

constellation in red, blue and green represents the three distances 3cm, 6cm and 9cm. POS1, POS2

and POS3 are represented by circle, star and square markers respectively. The constellations for the

three distances can be clearly distinguished in space and these are used as reference locations. A

separate set of experiments were then performed by placing the Rx at approximately the same nine

positions and S11 data is recorded with φ sweeps at 2◦ increments. This is followed by another set

of measurements made with φ sweeps at 3◦ increments. The first set of data has 180 data points,

while the second set has only 120. These experiments are used to verify that the Rx can be localized

consistently with repeatability and also to estimate the effect of varying number of data points. The

A B

M
2
-M

1

RPH2-RPH1 RPH2-RPH1

Figure 5.9: (A) LOC constellation plot showing averaged LOC parameter for three different distances and

each position from multiple trials(B) Test case localization points were added for 2◦ and 3◦ sweep interval

LOC points for the recorded S11 data are computed in the same way as mentioned above. Three

positions are chosen for the 2◦ sweeps; they were approximately POS1 at 3cm, POS2 at 6cm and

POS3 at 9cm. The cyan markers in Fig. 5.9B represent these results and the estimates closely match

the actual position. Similarly, three positions are chosen for the 3◦ sweeps; they were approximately

POS2 at 3cm, POS3 at 6cm and POS1 at 9cm. The purple markers on Fig. 5.9B represent these

locations. They also closely match the actual positions. Therefore, we can confirm that variance in

the number of points in the φ sweep does not impact the localization accuracy. A shortest distance

vector can be used to localize the Rx precisely around one of the reference locations. This simple

heuristics-based algorithm can be run on a DSP to locate the Rx without additional out-of-band
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communication dependence. This gives the Tx an approximate location of the Rx that can be used

to obtain the local settings for maximum/minimum power delivery.

5.5 Summary

In this chapter we demonstrated that phased-array WPT systems can have advantages in terms of

system efficiency and minimal leakage fields if the phased array system is designed and implemented

properly. Proper design and implementation requires a rigorous understanding of the circuits and

controllable parameters for a phased-array WPT system. We provide a thorough analysis of a

generalized multiple transmitter, multiple receiver phase-synchronized WPT system that can be

used to quickly simulate complex networks of wireless power transmitters and receivers.

The experiments and analysis in this work consists of a three-element system, consisting of two

Tx coils and one Rx coil. We define critical parameters that allow the user to directly compute

the magnitude and phase that either maximizes or minimizes power delivered to the load. These

features have been experimentally validated and also been compared to operation with a single Tx

coil.

This chapter also analyzed and demonstrated the use of phased array coils to achieve 2D local-

ization of a receiver in near-field WPT systems. An optimal arrangement of TX coils was considered

for this process to enable both lower power dissipation and localization. The localization mechanism

leverages the difference in phase and magnitude of the forward/reflected power on each TX and also

its difference from a standard measurement without any RX. A simple heuristics-based algorithm

was developed to be run on the TX side and tested for localization of the RX, thus eliminating the

dependence on communication with RX. Future direction to explore in this topic are on expanding

the localization system to include more than two Tx coils. Furthermore, algorithms to precisely

localize several Rx with better spatial resolution would help improve targetted power delivery.
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Chapter 6

Closed-Loop Neural Interface

The need for a miniaturized device that can perform closed-loop (CL) operation is imminent with the

growing interest in brain-controlled devices and in using stimulation to treat neural disorders. Such

a device reduces the latency with transmission of recorded neural signals to an external computer for

deconding. Towards the BCSI application, this chapter presents the Neural Closed-Loop Implantable

Platform (NeuralCLIP), a modular FPGA-based device that can record neural signals, process them

locally to detect an event and trigger neural stimulation based on the detection. The development of

this implantable device and its on-board processing capability are analyzed in the following sections.

6.1 Introduction

Neural interface devices enable brain-controlled technology and provide tools for studying the brain

and treating neural disorders. The next generation of such devices must be miniaturized and im-

plantable to record neural signals and stimulate neurons [80]. Using the recorded signals, these

devices should enable real-time detection and treatment of neural disorders. Hence the device needs

to be able to perform local computation on the recorded signals to identify triggers for closed-loop

neural stimulation.

Research in this field can be classified into three broad efforts. First, neural signal acquisition,

including the development of state-of-the-art recording devices and electrodes [9] [10] [11]. Sec-

ond, neural stimulation circuits capable of activating and blocking neuron function [15] [54]. Third,

processing the recorded signals to either detect events (like epilepsy seizures) or decode intent (cor-

relate neural signals to action intent) for closed-loop operation. While recording and stimulation

are moving from bench top circuits to integrated circuits (ICs), signal analysis is yet to be minia-

turized. Moreover, tying the three efforts together to make a small closed-loop device is still at an

early stage. Statistical tools have provided us methods like Discrete Wavelet Transform (DWT) and

Support Vector Machines (SVM) to analyze recorded data. The recent work in [15] [16] implement
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processing of Spikes and Electroencephalogram (EEG for epilepsy detection) and are early attempts

at fully closing the loop. However, these systems are limited to depending on external devices for

processing or operate with signals at higher amplitudes (mV). Brain-machine interfacing applica-

tions require the ability to detect spike and local field potential (LFP) signals that lie in the 20 µV

to 200 µV range. A detailed study is presented in [18] which presents closed-loop neural recording

and stimulation in primates. This system, however, uses a rack-mounted test setup.

This work presents a miniaturized FPGA-based platform that combines the ability to record

and process neural signals in the frequency range of spikes, LFP, ECoG and EEG. The platform

is developed as a modular COTS printed circuit prototype that can scale processing in terms of

system frequency, sampling rates and number of channels based on power availability and the neural

signal of interest. The vision for this modular device is to enable research in low power closed-loop

algorithms as well as to provide a platform to study and develop treatment for neural disorders. The

FPGA-based processing makes it a useful development platform for future neural-interface ASIC

development. The device is tested with a bio-signal calibrator as well as prerecorded LFP signals

from a rodent. The test application for this platform is a brain-computer-spinal interface where

closed-loop operation triggers stimulation in the spinal cord to bypass an injury and reanimate

paralyzed limbs. The concept of stimulation for limb reanimation is explored in [14]. An illustration

of the test application, description of the recording signal space and the NeuralCLIP platform are

shown in Fig.6.1. The design, features and results from testing this device are described in the

following sections.

6.2 System Design

6.2.1 Design for re-configurable operation

Neural signal acquisition, processing and neural stimulation have so far been implemented separately

as miniaturized devices. The instances where they are used for closed-loop operation uses large rack-

mounted test setups. The key capabilities of the NeuralCLIP, as shown in Fig.6.1, are recording,

local processing and stimulating on a small form-factor device. In addition to physically shrink-

ing the device, the power-hungry signal processing blocks are optimized to fit into this low-power

implementation.

The NeuralCLIP uses a record/stimulate front end from Intan technologies (RHS2116), which

has 16 unipolar channels that can be configured as low noise amplifiers or as constant-current stim-
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Figure 6.1: Image shows the functional block diagram and application of the NeuralCLIP. The application

includes recording LFP signals from the motor cortex, processing them locally on the implantable device to

identify intention and trigger stimulation in the spinal cord to reanimate an arm paralyzed due to spinal

cord injury. The device block diagram shows the pipeline processing on FPGA. This includes modular

synchronized blocks to configure the recording front-end to acquire the data from it, followed by filtering

and correlation of the recorded signals to decode the motor intent. Decoded intent is then used to trigger

stimulation. The device also provides a development feature where the secondary SPI module can be used

to record data at each processing stage and communicate it to an external computer for training, study and

analysis.

ulators. A four-wire serial peripheral interface (SPI) bus is used to configure and poll recording data

from the Intan. The on-chip ADC provides 16-bit samples from 16 channels at a maximum 44 ksps

each. The configuration architecture used in our device supports on-demand channel disabling to

reduce power consumption by unused channels.

The central controller and processing are implemented on a low power FPGA from Microsemi

(AGLN250). Specifically, the state machines for configuring and data acquisition from the Intan,

the processing algorithm to provide stimulation trigger, and a secondary SPI debug channel are

all implemented as synchronous modular blocks in the FPGA. These blocks are part of a pipeline

controlled by the system clock. This modular implementation allows parallel data acquisition, pro-

cessing and debugging, and makes adding or removing blocks easy. Each block can scale flexibly

in frequency or channel count to optimize the system performance without affecting the processing
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pipeline. This modular architecture also allows tailoring of the processing blocks to specific signals

such as LFP. The parameters that allow for scaling and flexibility are as follows:

1. Processing clock: This parameter can be set to either 4 MHz, 8 MHz, or 16 MHz to scale the

overall power consumed by the system.

2. Number of channels: The recording channel count can be set to N and the remaining 16-N

channels are available for stimulation or can be disabled to save power.

3. Sampling frequency: The rate at which the Intan is polled, through SPI, sets the recording

sample rate. Depending on the signal of interest and number of channels, the sampling rate

can be set anywhere between 20 ksps and 77 ksps per channel.

4. Debug interface: The platform provides an optional secondary SPI block that can be used

with a digital logic analyzer for debugging at each data processing stage. The architecture

buffers data at each stage in the pipeline that can be transferred off-device for post-recording

analysis.

Figure 6.2: To record from N channels, the processing pipeline begins with the N Intan queries and the data

is buffered for the N channels. This buffered data is then fed to the first processing block in parallel. The

output of each block is buffered by N channels as input for the next block. A single system clock controls

the transfer of data from each buffer to the next block and hence makes the functional blocks on the FPGA

independent and synchronous. The data from N channels are thus processed in parallel. Processing blocks

also function in parallel allowing optional addition or removal of blocks and channels.
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The data acquisition and processing blocks are implemented in Verilog and used to configure the

FPGA through the Libero SoC IDE.

6.2.2 Data acquisition and processing pipeline

A pipeline diagram for the data flow description is provided in Fig.6.2. The first stage in the pipeline

is a state machine that communicates with the Intan to configure it and acquire data. All data is

in 2’s complement format to simplify arithmetic operations on the signed data. The second stage is

an optional common average reference (CAR) filter that can be used to remove common noise. The

third stage is a band pass filter (BPF) which typically consumes a large amount of resources. For

example, a single instance of a 16x16 bit multiplier takes up 17 percent of the resources available

on the FPGA. The filter implementation on the NeuralCLIP, however, is a normalized shift-to-

divide approximate computing block. The filter coefficients are first generated for the frequency

range of interest using MATLAB. By normalizing these coefficients to their nearest fraction of 2, we

implement the divide operation as arithmetic right shifts. Since we handle 2’s complement data, the

division of a k-bit Sample (S) by a coefficient (C) to produce result (fO) is reduced to the following

form, where ”k-bit-ext” is bit extension by k bits:

If (C[sign] is 1) :

fO = {{k − bit− ext(C[sign])
⊕
S[sign]}, S + 1} <<< C

else :

fO = {{k − bit− ext(C[sign])
⊕
S[sign]}, S} <<< C

Such an implementation using approximate computing blocks trades accuracy and resolution of data

to achieve lower processing requirements.

The fourth stage is a canonical correlation analysis (CCA) block that scales each channel with

correlation coefficients [81]. The offline training to determine these coefficients is done with recorded

data from N channels and the corresponding ground truth data in Matlab. The FPGA implementa-

tion is similar to that of the band-pass filter and uses approximate computing blocks to optimize for

available resources. The CCA block demonstrated for in this application resembles a simple matrix

multiplication to identify the correlaion between different channels and the action intent. This block

can be substituted with any other coefficient learning method based method to analyze neural signals

for treatment of other disorders.
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Figure 6.3: Power consumption vs. system clock

6.2.3 Device Power and Control

The power supply for this platform is derived from a central 3.3 V line that is used to generate a

variable ±3.3 V to ±12 V supply for the Intan stimulator and a 1.2 V core supply for the FPGA.

The maximum power consumption measurements for recording and processing across three system

frequencies for 4 channels of LFP data is provided in Table in Fig6.3.

For neural signals, the sampling rate per channel needs to be about 20 ksps, and can be reduced

much further for the low frequency LFP signals (100 Hz to 500 Hz). This allows the system clock to

be lowered in relation to the amount of processing necessary. To ensure this scaling, the platform is

implemented with a flexible parallel architecture for the data processing pipeline where each block

is synchronized to a global sub-clock. Thus, the overall device power consumption can be decreased

by reducing the system clock, effectively lowering the data sampling rate and the data processing

clock.

6.3 Test setup

To validate the NeuralCLIP operation in the frequency range of interest, a ground truth study was

first performed with calibration signals. The signals used for testing are sine waves distributed in

the bands of interest at 30 HZ, 200 Hz (Coulbourn Biosignal calibrator) and 800 Hz(Tucker Davis

Technology (TDT)). The amolitude of these signals were in the 50 µV to 100 µV range.

The LFP processing algorithm was first implemented on the TDT benchtop system to verify

correct closed-loop operation. Training to obtain CCA coefficients was performed using the TDT

benchtop setup and a computer running MATLAB. This includes LFP recordings from the motor

cortex of a rat and a ground truth lever push signal recorded from the lever as the rat’s arm pushes

against it. The correlation coefficients from training were used to first perform benchtop closed-loop

stimulation testing. The decoded intent was used to trigger stimulation in the rat’s spinal cord and
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assist the rat in pushing a lever to obtain a reward. A sample of bandpassed data recorded using the

NeuralCLIP is provided in 6.4. The top panel shows the channel data while the bottom panel shows

the corresponding lever push data. The intent that needs to be decoded is visible as prominent

increase in amplitude, across the frequency bands, that correlates with the lever push.

To verify the full processing pipeline on the NeuralCLIP, testing was done with prerecorded data

from the motor cortex of the rat. Neural signals were first recorded from the motor cortex using

the TDT setup. Second, the TDT neural output interface was used to emulate the rat by playing

back the prerecorded neural data. The NeuralCLIP was then used to record these neural signals

and process them. The CCA coefficients extracted from a window of this recording, in correlation to

the lever push, were programmed into the approximate computing CCA block on the NerualCLIP.

Supply voltage of 3.3 V was derived from an external DC source. A Saleae digital logic analyzer

was used to extract data from each block. The following signals were logged; raw recorded signal,

the BPF output and the CCA output from N channels. We use N = 4 due to a limitation on the

number of output channels from the TDT.

Figure 6.4: The top panel shows the power spectrum over a 30 second window of neural signal recorded

from the motor cortex of a rat. Bottom panel shows the corresponding lever recording with an active push

indicated by rise in amplitude. The power spectrum data that indicates the intent for lever push lies in the

frequency bands up to 500 Hz.
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6.4 Results and Discussion

Figure 6.5: FFT plots for the three calibration signals from platform. The buffered data from Record SPI

block are provided on the top panel and the corresponding BPF buffer output in the bottom panel. Insets

show filtering of high frequency signal and improved signal quality.

This section presents and discusses our test results and future work. The first set of tests on the

device verify it’s ability to record and process neural signals in the frequency range between 20 Hz

and 1 kHz, which is shown in Fig. 6.5.

The recorded signals, exported through our debugging interface, shows that the 30 Hz, 200 Hz,

and 800 Hz test signals were properly recorded with high SNR, but it also shows recorded harmonics

of the signal. Specifically, in the 200 Hz recording, the frequency that we would expect our LFP

signals to be at. This is acceptable since the next largest harmonic is a third of the magnitude as

our signal of interest. Additionally, the magnitudes of the 30 Hz and 800 Hz signals are lower than

the 200 Hz signal due to the cutoffs we set on the Intan IC’s band pass filter, with a low cutoff of

100 Hz and a high cutoff of 500 Hz.

Next, to validate the CCA block, we tested the NeuralCLIP by playing back LFP data recorded

from a rat while the rat was performing a lever push task. We demonstrate the NeuralCLIP’s ability

to decode the intention by comparing the CCA output to the ground truth lever push data. The

CCA data represents a weighted representation of four channels of data. Fig. 6.6 shows one out of



85

Figure 6.6: Testing with LFP signals from the motor cortex of a Rat recorded during a lever push task.

First panel: signal from one channel after CAR and BPF processing. Second panel: CCA block output that

is then thresholded to indicate lever push. Third panel: ground truth lever push recording. The BPF and

CCA outputs are provided in ADC steps which have a resolution of 0.195 µ V/LSB. There is a 0.7 second

head start on the BCSI signals in comparison to the lever push signal.

four BPF channels and the CCA output for four channels. By comparing the CCA output and the

lever push plots, we see correlated increases in CCA power which aligns with the lever push data.

6.5 Conclusion

This chapter presents the NeuralCLIP that is capable of recording neural signals and performing

local computation on an FPGA to trigger stimulation. The ability of this modular platform to record

and process signals of interest between 20 Hz - 1000 Hz is dmonstrated. This work also demonstrates

decoding of LFP signals to enable closed-loop operation. Specifically, the device is used to acquire

LFP data, process it with the synchronized modular blocks to perform low-complexity BPF and

CCA operations. By implementing modular synchronous blocks the device achieves reduced resource

and power consumption for this processing. The application demonstrated in this work is a brain-

computer-spinal interface that records LFP signals from the motor cortex of a rat, processes them

to detect a lever-push intent in order to trigger stimulation in the spinal cord for reanimation of the

limb. The NeuralCLIP also allows access to data at each stage of processing for either training or

post-recording analysis to enable neuromodulation research. With the implementation on FPGA,

this device facilitates development of low power algorithms for closed-loop operation.
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Chapter 7

Discussion for Closed-Loop Spike Sig-

nal Analysis

7.1 Signal Acquisition and Stimulation

The key block in developing a neural interface system is one that records signals from neurons and

decodes meaning from it. Existing applications similar to BCSI focus on developing low-power,

low-area, autonomous and accurate systems with long lifetime. Several low-power neural potential

recording front-ends have been developed [82] and state-of-the-art technology is available commer-

cially from Intan Tech. As we have seen, this low-noise amplifier is capable of providing multiple

channels of unipolar recording with 16 bits of precision and more than 20 Ksps per channel. There

are three ways of handling this large amount of data coming from the recording FE. Firstly, stream

the data out using a low-power communication method like BSC as we have seen in Chapter3.

Secondly, perform on-board computation to derive meaning from recorded data as with the BCSI

device. Finally, compress the data (data reduction) and then stream it out to the user. This is

especially useful when there are power/bandwidth limitations and the data is necessary for further

study in the field. This section focuses on the final method to provide a comparison of potential on-

device processing for neural spike signals. The need for such processing in the future stems from the

limitations of performing computation on-device due to the transient nature of WPT. Which means,

over time and varying position of the RX relative to TX, the amount of power harvested by the

RX is subject to variations [83] [84]. This in-turn means that any wirelessly powered computation

platform must be optimized for low-energy availability. One of the ways to overcome this challenge

is to develop power-aware platforms for computation. The following section analyzes neural spike

signal processing from this perspective.
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7.1.1 BCSI Task Setup

Neural 
Potential 
Recording

Intention 
Decoding

Epidural 
Stimulation 

Lever Push Feedback

Feature 
Extraction

Bandpass Spike 
detection

Figure 7.1: Signal processing steps involved in the closed-loop BCSI system, taking a rat as the subject

The task at hand for the BCSI system is shown in the 7.1. In the BCSI application we use closed-

loop processing to stimulate with trigger decoded from a recorded signal. The signals to be analyzed

in this section are obtained using the TDT system and processed in MATLAB. The experiment

involves a rat pushing a lever with its right paw to release food/drink through a valve. An uninjured

rat is used in the initial phases of experiments to obtain neural potentials and corresponding lever

press times. The lever press data can be used to validate the accuracy of detection algorithms. 16

channels of recording electrodes in the motor cortex of the rat record the neural potentials. These

signals are then filtered and the signal components responsible for lever push are identified and used

to issue a cue for stimulation. The motivation and design concept for an adaptable closed-loop

neural interface is discussed in [85]. It analyzes a distributed architecture that splits the recording

task load among several satellite modules distributed around a central external module that serves

as a control center. The BCSI vision is a fully wireless implantable system that can record, process,

communicate when necessary and provide stimulation in other cases. External control is necessary

only for off-line training of supervised algorithms, as will be discussed later.
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7.2 Intent Decoding For Closed-Loop Operation

The raw neural data obtained from the rat motor cortex consistes of 16 channels of electrical signals

from multiple neurons around it. The goal here is to identify the channels (with respective neurons)

that represent the event, which is a lever press using the forelimb. The raw data is first filtered to the

band of interest. The two types of signals that can be used from such recordings are neural spikes

and local field potentials (LFPs). The configuration for sampling rate and filters for each is listed in

Table 7.1. Respective analog filters can be used for obtaining the signal of interest while recording.

Detection of an event from the recorded signals can be implemented in multiple stages. When

using the spikes, we need to estimate the spike firing rate in a channel associated with the event to

determine whether the event occured or not. Prior literature gives us several algorithms to perform

Table 7.1: Neural Signal Domain Parameters

Signal Sampling Rate (kHz) Band (Hz)

LFP 1 1-500

Spikes 20 200-7500

this with varying levels of accuracy [86] [87] and complexity. The three stages that are involved in

typical detection for closing the loop are 1) detection, 2) feature extraction (FE), and 3) classification

and control as investigated in [88]. Detection involves a simple method to differentiate the spikes from

surrounding noise such as absolute value thresholding (ABS) or using nonlinear energy operators

(NEO). FE reduces the dimensionality of the signals of interest and extracts primary features that

represent the spike, like integral transforms (IT) and discrete derivatives (DD). Classification is used

to identify specific kinds of signals that represent the event once the spike has been detected and its

features have been extracted. In this case, classification can be used to confirm if the signals detected

and their respective features correlate to our signal of interest. It can also be used to indentify and

accommodate for varying signal shapes over time, due to plasticity. With each of these stages the

complexity/time of operation and power required increase and with them the accuracy in detecting

the signal of interest increases. In the case of a wirelessly powered system, it becomes futile to shoot

for high accuracy with complex algorithms when there is limited power available. Here, a tradeoff
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with accuracy to extend the lifetime of device operation might be a better solution. When there is a

loss in the WPT link, with the measure of the available power in a reservoir and the power required

to execute a minimal algorithm we can extend the device lifetime till it re-establishes the WPT link.

The goal is to tune the complexity of detection and FE to identify an event even in the absence of

continuous WPT and extend device operation lifetime. The tradeoff here is the accuray with which

a specific event is detected, as will be shown in the following section. A MATLAB implementation

of the algorithms specified above were implemented to validate their performance.

7.2.1 Spike Detection

The ABS and NEO algorithms were compared to a standard signal-tailored threshold to understand

their performance characteristics. The data for analysis was obtained from the motor cortex of a

rat that was performing the lever press task. About 40 to 70 trials were performed in a 15 minute

window on six separate days and the 16 channels of data were extracted using the TDT system.

POS

NEG

Figure 7.2: Template for positive and negative phase spikes that are found in the recorded time series data

The lever press stamps were used to identify the time stamp for activity trial and the data for



90

2s (-1s to +1s around the event) was recorded on each channel around the event. From online

observation channels 1,6,8 and 15 did not contain spikes while the rest did. As a reference, peri-

event time histogram (PETH) was used to identify channels which had activity right before the

event occured (around 0s). The lever push data served as a time stamp for the event. From the

PETH observation channels 2, 9 and 11 had spikes right before the lever push. A standard (STD)

thresholding method which was tailored for the spike signal of interest was used as a reference. Fig.

7.2 shows two kinds of spikes that are present in the recorded data. The negative phase spike is

used as a template to identify similar spikes from the recorded data. This spike has a characteristic

negative amplitude that sets it apart from the noise. The tailored threshold T1std was set using

Equation 7.1. T2std is the threshold limit for rejecting artifacts. µx(N) is the mean of the signal of

T1std = µx(N) − 4 ∗ σx(N)

T2std = µx(N) + 10 ∗ σx(N)

(7.1)

N samples and σx(N) is the standard deviation. The first algorithm implemented is the simple and

prevalent detection method, ABS, where the threshold parameters are obtained from the absolute

value signalas shown in Equation 7.2. This method is useful since the spikes can be either positive or

T1ABS = µ|x(N)| − 4 ∗ σ|x(N)|

T2ABS = µ|x(N)| + 10 ∗ σ|x(N)|

(7.2)

negative. This method was proved to be better than just a simple threshold in [89]. A slightly more

complex algorithm known as NEO or Teager energy operator (TEO) is the second implementation

for spike detection. It has been proposed for use in [89] [86]. The NEO value ψ is derived as

shown in Equation 7.3. ψ is large only when the signal is instantaneously large in both frequency

ψn = x2(n)− x(n− 1) ∗ x(n+ 1)

T1ψ(N) = µψ(N) + 4 ∗ σψ(N)

T2ψ(N) = µψ(N) + 50 ∗ σψ(N)

(7.3)
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and amplitude (which is essentially the defintion of a spike). Two thresholds were set for identifying

spikes based on the ψ trace. The scaling constant for the artifact is much higher in this case since the

NEO operation scaled the high frequency artifact signal as well. Other proposed methods of setting

thresholds include using medians and a scaled version of mean. However, a combination of mean and

standard deviation gives a better adaptation to the time varying signals. This works since spikes

occur in bursts at a particular frequency but are aperiodic generally. To analyze the complexity

Table 7.2: Number Of Operations For N samples

Algorithm Additions Multiplications

STD 3N N+2

ABS 3N 2N+2

NEO 4N 4N+2

scaling for comparison with implementation we calculate the number of addition and multiplication

operations in each of these algorithms. This is summarized in Table 7.2. While ABS has N more

multiplications in comparison to STD, NEO has N more additions and 2N more multiplications.

This can be related approximately as C(ABS) = 2 ∗ C(STD) and C(NEO) = 4 ∗ C(STD), where

C represents the complexity or operation time which translates to amount of power consumed. The

algorithms use T1 to identify the spike and T2 to reject artifacts. The recorded signals for analysis

are at ∼24.414kHz and each spike occurs within a window of ∼30 samples.

7.2.2 Feature Extraction

The features that help identify a spike are typically its positive and negative lobes that occur at a

higher frequency and higher amplitude. Once we have the signals that are detected using methods

discussed, FE will give a way of classifying the signal and at the same time provide dimensional

reduction. The two methods of FE that are chosen for implementation are Integral Transform (IT)

and Discrete Derivatives (DD) from the analysis in [87] and [90]. IT identifies the area under the

positive and negarive lobes of the detected spikes while DD uses the slope between maxima and

minima to classify the signals and is coputed as shown in Equation 7.4.
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IA =
1

NA

nA+NA∑
n=NA

s(n)

IB =
1

NB

nA+NB∑
n=NB

s(n)

(7.4)

Here, s is the spike signal, NA and NB are number of samples in the positive and negative phases

of the spike respectively. From the detected spike of 30 samples, the dimension has been effectively

reduced to 2 (IA and IB)

ddδ(n) = s(n)− s(n− δ) (7.5)

For the DD method, slope of the signal at each sample point is computed using 7.5, over a few

timescales. here s is the spike signal and δ is the time scale that is chosen to be 3 and 7 from [90].

The features ddδ=3,7(max) and ddδ=3,7(min) are the selected features that can be used to represent

the detected signal.

7.3 Algorithm Analysis Results

A comparison of the two detection methods provided in the previous section with a STD method is

implemented in MATLAB to detect spikes from the 16 channels of rat lever-press trials. One-fourth

each data train was used to compute the thresholds and the entire data was then used for spike

detection. Another observation was that the data on a channel during a particular trial did not have

any significant variation in amplitude levels throughout the trial. Fig. 7.3a shows a raw time series

of 2s in a channel with spikes and Fig. 7.3b is an enlarged section of the time series signal. The

bandpass filtered signals for identifying spikes is shown in Fig. 7.3c with the corresponding enlarged

section in Fig. 7.3d. The enlarged section focuses on some neural spikes as well as a large artifact

and this section will be used to explain the rest of the processing. The filtered and processed spikes

along with the detected spike index for this signal using the STD, ABS and NEO algorithms are

shown in Fig. 7.4a, b and c. The computed T1 and T2 threshold levels for each are also plotted for

reference. The correct rejection of artifact is highlighted in each of the plots while detected spikes are

marked by the index signals. ABS and NEO both picked up four spikes in this section, while STD
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a) b)

c) d)

Spike Spike Spike Spike

Artifact

Figure 7.3: a) Raw time series signal recorded from a single channel, b) an enlarged portion of the raw data

highlightng four spikes and an artifact within the window. c) filered version of raw signal and d) fitered

version of the enlarged window with arrows pointing to spikes.

(tailored to one kind of signal) could not identify the first positive phase spike. All three successfully

rejectred the artifact. In all channels the spikes occur within a window of 30 samples. Hence, this

window size was used to make sure that a single spike event is counted only once. On detection of

the spike, a window of 30 samples centered on the detected index is captured. Fig. 7.4c, d, and e

show the spike snippets detected and binned from each algorithm. The analysis of the spike snippets

shows that STD picked up signals that it was tailored for (i.e. spikes with a large negative phase).

ABS was able to pick up spikes with both positive and negative phases. NEO processed the filtered

signal further to amplify spikes and suppress the noise, hence it was able to capture any signal that

had instantaneous high frequency and amplitude. The spike count averaged over each channel for

the six days for each algorithm are plotted in Fig. 7.5. The value of N for each trial was 48828

samples. The data was averaged for 16 channels over 40-70 trials for 6 days of recodings.

The standard reference for spike counts was a peri-event time histogram that shows firing rate

and timing around the event by multiple trials and the spiking activity from online observation. To

summarize the observations, all three algorithms scored a relatively low spike count on channels 1,

6 and 15 which did not have any significant spiking activity during online observation using TDT.

Also, all three had high spike count on channels 5, 7, 9, 11, 12, 14 and 16. Specifically analyzing the

data:

1. The STD algorithm on average detected fewer spikes on each channel and had close to zero
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STD

ABS

NEO

Figure 7.4: a), b) and c) Spike detection using STD, ABS and NEO respectively. The dotted lines indicate

the computed thresholds T1 and T2 for each and the purple spike trace marks the index when the spike

occured. All three reject the artifact (highlighted by the red box). d), e) and f) Binned spikes that were

detected using each algorithm. STD picks up signal it was tailored to which ABS and NEO pick up other

spikes as well.

spikes on channels 1, 3, 6, 13 and 15. The low count on channels 1, 6 and 15 agree with the

online observation.

2. Channels 2, 3, 4, 10 and 13 had a large population of spikes with positive phase which were

picked up by ABS and NEO but not STD.

3. Channels 9, 11 and 14 had a large population of spikes with negative phase which were picked
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Figure 7.5: Detected spike count for all the trials in each channel, using the different algorithms. NEO

recorded the maximum while STD recorded minimum. All channels had fewer spikes on channels 1, 6 and

15.

Table 7.3: CPU Execution Time

Algorithm Operation time (ms)

STD 1.4

ABS 3.0

NEO 5.2

up by all the algorithms.

This also correlates with previous online observation from the TDT system and the standard where

channels 2, 9 and 11 had significant spiking activity right before the lever push. A point to note

here is that the detection algorithms can also be used to distinguish the channels in the recording

array which have significant spiking activity from ones which do not. This is important to identify

the group of neurons that correspond to the given task. The average CPU execution time for
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each algorithm block across all samples was also obtained from MATLAB. From Table 7.3, time

for execution of ABS is ∼2x that of STD and that of NEO is ∼4x of STD. This also corresponds

with the complexity computation from previous section. With this we can conclude that increasing

complexity leads to increased time for operation and the accuracy for detecting a time varying neural

spike is higher. Moreover, detection can also be used to identify channels that do not have any spikes

on them, and this leads to further data reduction.

7.3.1 Conclusion

Based on the study in [87], IT and DD have been implemented as feature extraction methods. The

study also describes that IT is of lower complexity than DD. The next potential step with respect to

spike signal processing on the BCSI system is to obtain classification based on the detected signals

by using the implementations of IT and DD. The future objective is to identify a combination of

the three detection and two FE algorithms to obtain a gradually increasing complexity for neural

signal processing along with increasing accuracy levels for detecting a spike of interest (scaled over

multiple channels this translates to intent decoding).
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Chapter 8

Discussion and Thesis Conclusion

The focus in this work lies developing wireless biomedical sensing. With the growing number of such

sensing devices, solutions to make them small, untethered and battery-free are becoming necessary.

This is true especially when they are designed for use as wearables or implantables. To address

these requirements this work presents solutions from the aspect of enabling wireless power transfer,

wireless communication and computation for low-power wearable and implantable devices. The

following section summarizes these specific contributions.

8.0.1 Developing an Ultra-low Power Wearable Biosensing Platform

This platform is aimed at enabling miniaturized fabric-like devices that can be worn on the body like

a tattoo, they are simple and disposable and are comfortable to use. The RF Bandaid device in this

work is a fully analog sensor platform that can interface to different passive sensors for continuous

wireless monitoring of heart rate, breathing rate, temperature and audio. The digitization and

processing blocks are decoupled from the platform to a remote receiver, and it only performs sensing

and communicates data as FM using UHF backscatter. Thus, the platform operates at power levels

as low as 35 µW to 160 µW. Due to the ultra-low power consumption the device achieves continuous

operation with harvested energy at distances as far as 13 ft from a transmitter that emits 390 mW of

RF power at 915 MHz. In addition to simple biomedical sensing, the secondary aim of this platform

lies in development of passive sensing for applications that require continuous monitoring.

8.0.2 Developing an Implantable Neuromodulation Interface

The requirements of the implantable device are much larger in terms of power, data rate and com-

putational complexity. Such a device is intended to live inside the body to perform sensing and

provide feedback for treatment and rehabilitation. The specific application that is targeted in this

work is rehabilitation and treatment for patients paralyzed due to spinal cord injury. Such an injury
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breaks the connection of commands between the brain, spinal cord and the organs (like limbs). The

challenges in developing the device and solutions provided in this work are described below.

• The first challenge addressed here is to make the device free of cables and batteries. This work

presents a dual-band wireless solution where, the device harvests energy from a HF resonant

wireless channel at 13.56 MHz and communicates data using UHF backscatter communication

at 915 MHz. The two are implemented to work simultaneously in the near field to ensure

continuous power delivery and reliable communication. Since the application space for this

device is in spinal-cord injury treatment, the dual-band device is also implemented to provide

electrical stimulation in the spinal-cord for reanimation of paralyzed limbs. The results from

testing this device in vivo a rat are also provided.

• Having established the ability to deliver power and communicate with the device, the next

challenge addressed here is localized power delivery. When the device is on a moving target,

there is a need to localize the device and deliver power to it for higher efficiency. Typically

devices have out-of-band communication modules that communicate their location to the

power transmitter. This, however, comes with the power and computation overhead on the

receiver. This work presents a phased-array echolocation method, where the reflections on a

pair of phased-array coils can be analyzed to localize the device in 2 D space and use phase

controlled beam-forming to deliver localized power to it. This method moves the over head

of localization from the power constrained implantable device to the unlimited resources on

the external transmitter. By using the phased-array beam-forming method, we also achieve

higher efficiency in terms of wireless power transfer.

• The most important aspect of an implantable device is its ability to function without depending

on external controllers. This requires the implantable device to be capable of some compu-

tation. The main limitation with implants are in terms of power, computational resources

and size. Hence there is a need to address the need for computation within these limitations.

Moreover, there has been very little work in developing closed-loop neural interface devices

that are capable of recording neural signals, processing them and using the decoded signal

to trigger stimulation. Current efforts at closed-loop processing are implemented on large

bench-top setups that are not practical for implantation.

This work presents the Neural Closed-Loop Implantable Platform (NeuralCLIP) that can

record neural signals in the range of 20 Hz to 20 kHz as well as provide electrical stimulation.
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The NeuralCLIP is an implementation on low-power FPGA, which enables modular compu-

tation optimized with respect to the limited resources. Closed-loop processing on the device is

demonstrated with respect to the BCSI application, where neural signals (LFP) recorded from

the motor cortex of a rat are processed to identify intent for arm motion. Since this device is

modular and capable of recording and processing signals like EEG, ECoG, LFP and spikes, it

is also developed as a platform for research in closed-loop algorithm development. The device

also has a secondary communication channel that provides computation data which can be

useful in closed-loop neural and behavioral research.

• One of the key factors in understanding the neural function comes from analyzing neural

spike signals. A discussion for future development with respect to spike signal analysis on

implantable devices is provided to outline possible future implementation in spike analysis.

Three existing methods are compared for their computational complexity and ability to detect

and classify spike signals for low power devices. Such analysis methods are useful when the

application for the device includes behavioral studies which require analysis on recorded and

processed data.

8.0.3 Future Directions

Having established solutions to some of the major challenges in both the wearable as well as the

implantable devices for biosensing, some of the future steps to move this domain further are outlined

here;

• RF Bandaid: This work has provided an ultra-low power device that enables continuous

physiological sensing. The application envisioned is within a room environment where these

RF bandaid platforms can perform fully analog sensing. One of the challenges that is inherent

to biomedical applications is the security of sensed signals. Within a home the range of

the device can be limited to perform secure sensing However, when such a system is to be

deployed in open environments like hospitals the need for securing the transmitted data is

imminent. While digital communications systems have established protocols for encrypting

data, there is very little work that has been done in the analog domain. Existing work like the

Analog Feedback Shift Register in [91] consume large amounts of power and are not useful in

ultra-low power applications. Hence there is a need to implement fully-analog and low-power

encryption methods for secure analog sensing and communication. The RF bandaid system is
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also implemented as a COTS device in this work. While it is capable of operation at ultra-low

power levels, implementing it in ASIC form would lead to further reduction in power and size

of the device.

• Brain-computer-spinal interface: This work has addressed challenges with power delivery,

communication and computation to enable closed loop operation. To fully validate the system,

the device has to be tested in vivo an animal for long tern operation. Towards this, the first

steps are to integrate the capabilities at the system level to create a testbed that facilitates

wireless closed-loop operation in a rat subject. Secondly, biocompatible packaging is necessary

to make the system fully implantable. This work has used PDMS as a solution, however, it

is permeable to humidity over time, which makes it unsuitable for long term implantation.

Recent work has shown that materials like liquid crystal polymer [92] are highly water resistant

and can be used to create an encapsulation for the implants. Finally, the BCSI device is also

implemented as a COTD platform that is flexible for development in the algorithm domain as

well as analysis for treatment of neural disorders. Since the device is FPGA-based it provides

ease of translating the implementation into an ASIC for specific applications, which can result

in further reduction in power levels.
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